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PROPERTY, PRIVACY, AND PERSONAL DATA

Paul M. Schwartz*

Modern computing technologies and the Internet have generated the capacity to gather, manipulate, and share massive quantities of data; this capacity, in turn, has spawned a booming trade in personal information. Even as it promises new avenues for the creation of wealth, this controversial new market also raises significant concerns for individual privacy — consumers and citizens are often unaware of, or unable to evaluate, the increasingly sophisticated methods devised to collect information about them. This Article develops a model of propertized personal information that responds to these serious concerns about privacy. It begins this task with a description and an analysis of several emerging technologies that illustrate both the promise and peril of the commodification of personal data. This Article also evaluates the arguments for and against a market in personal data, and concludes that while free alienability arguments are insufficient to justify unregulated trade in personal information, concerns about market failure and the public’s interest in a protected “privacy commons” are equally insufficient to justify a ban on the trade. This Article develops the five critical elements of a model for propertised personal information that would help fashion a market that would respect individual privacy and help maintain a democratic order. These five elements are: limitations on an individual’s right to alienate personal information; default rules that force disclosure of the terms of trade; a right of exit for participants in the market; the establishment of damages to deter market abuses; and institutions to police the personal information market and punish privacy violations. Finally, this Article returns to examples of technologies already employed in data trade and discusses how this proposed model would apply to them.

INTRODUCTION

Personal information is an important currency in the new millennium. The monetary value of personal data is large and still growing, and corporate America is moving quickly to profit from this trend.1 Companies view this information as a corporate asset and have invested heavily in software that facilitates the collection of con-
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1 As a single indication of the value of these data, one CEO has estimated that consumer marketers digest $75 billion of personal information each year. Jennifer Sullivan & Christopher Jones, How Much Is Your Playlist Worth?, WIRED NEWS (Nov. 3, 1999), at http://www.wired.com/news/technology/0,1282,32258,00.html.
consumer information. Moreover, a strong conception of personal data as a commodity is emerging in the United States, and individual Americans are already participating in the commodification of their personal data.

Once personal data become a commodity, questions arise regarding the necessity, if any, of legal limits on data trade. Legal scholars interested in protecting information privacy, however, have been suspicious of treating personal data as a form of property and have generally advocated imposing a ban on data trade, rather than restrictions on transferability. In contrast, other legal scholars have advocated propertization of personal information, albeit generally without sufficient sensitivity to privacy concerns. As a result, such scholars usually see no need for legal limits on data trade — that is, no need for "inalienabilities," which, in Susan Rose-Ackerman’s succinct definition, are

---


5 For critical responses to Lessig’s approach to propertization of personal information, see Rotenberg, supra note 4, and Paul M. Schwartz, Beyond Lessig’s Code for Internet Privacy: Cyberspace Filters, Privacy Control, and Fair Information Practices, 2000 WIS. L. REV. 743, 744.
“any restriction[s] on the transferability, ownership or use of an entitlement.” 6 This Article seeks to develop a model for propertization of personal data that will fully safeguard information privacy.

Because this Article focuses on two notoriously slippery terms — property and information privacy — some basic definitions are in order. First, this Article defines property as any interest in an object, whether tangible or intangible, that is enforceable against the world.7 From this perspective, property rights run with the object, and can be contrasted with contract rights, which bind only parties in privity.8 Second, this Article conceives of information privacy as the result of legal restrictions and other conditions, such as social norms, that govern the use, transfer, and processing of personal data.9 Information privacy can, therefore, be distinguished from “decisional privacy,” which, for example, was at stake in the Supreme Court’s decision in Roe v. Wade.10 The focus of decisional privacy is on freedom from interference when one makes certain fundamental decisions, including those concerning reproduction and child-rearing.11 In contrast, information privacy is concerned with the use, transfer, and processing of the personal data generated in daily life. Decisional and information privacy are not unrelated; the use, transfer, or processing of personal data by public and private sector organizations will affect the choices that we make. This link becomes explicit, for example, when courts in decisional privacy cases concerning access to abortions evaluate the impact on reproductive choice of state laws that require hospitals or

8 Hansmann & Kraakman, supra note 7, at S374.
11 One can also identify a third kind of privacy: physical privacy, or the ability to be undisturbed at home. This kind of privacy turns out to be a key concern for Ian Ayres and Matthew Funk in their proposal to regulate telemarketing. See Ian Ayres & Matthew Funk, *Marketing Privacy*, 20 *YALE J. ON REG.* 77 (2003).
physicians to disclose certain data or keep certain records. This Article explores the connection between the processing of personal information and decisionmaking; it examines how access to personal data affects both individual autonomy and the maintenance of a democratic order.

In Part I, this Article examines four case studies involving the commodification of personal data: (1) the VeriChip, an implantable ID chip; (2) the wOzNet, a wearable ID chip; (3) networked computing, including spyware and adware; and (4) compensated telemarketing, as advocated in scholarship by Ian Ayres and Matthew Funk. Each of these devices and systems represents an application of technology that commodifies personal data and thereby raises significant concerns about information privacy. Moreover, each has been supported by an argument regarding free alienability — that is, the notion that an individual has the right to do what she wants with her personal information.

Part II then explores three arguments that have been made in opposition to trade in personal data. The first of these points to privacy market failure, which is the idea that current conditions in the market for personal data are so problematic that the cost of any trading outweighs the potential gain. The second argument against data trade, which builds on the first, views privacy as a public good. From this perspective, privacy in personal information matters because of its social payoff, which is the creation and maintenance of a privacy commons. The danger is that trade in propertized personal data may fail to generate necessary privacy commons and destroy existing ones. Finally, a third critique views data trade as problematic because complete propertization of personal data prevents any imposition of restrictions on one’s ability to trade personal data. This analysis concludes that none of these views provides a convincing basis for opposing propertization of personal data.

In section III.A, this Article develops the five critical elements of a model of propertized personal information. Rejecting the Blackstonian concept of property as “sole and despotic dominion” over a thing, this


13 See infra Part II.

Article views information property as a bundle of interests to be shaped through legal attention to five areas: inalienabilities, defaults, rights of exit, damages, and institutions. This Article’s model of propriety involves the development of a hybrid inalienability consisting of a use-transfer restriction plus an opt-in default. In other words, this hybrid inalienability regime will permit an initial transfer of personal data from the individual, but only if the concerned individual is granted an opportunity to block further transfers or uses by unaffiliated entities. Moreover, this ability to block will generally be set as an opt-in, which means that further use or transfer will not be allowed unless the individual affirmatively agrees to it. Finally, section III.B applies this hybrid alienability model to the four case studies considered earlier. Part IV concludes with a brief consideration of the need for regulation of data trading and an exploration of additional areas for application of the hybrid regime proposed here.

I. TRADING PERSONAL DATA

This Part first considers four methods for collecting and processing personal data. These methods involve an implantable chip, a wearable ID chip, distributed computing, and compensated telemarketing. This Part then explores how these systems and devices commodify personal information, thereby threatening individual privacy and raising the question whether free alienability of personal data is an inherent part of an entitlement to personal information.

A. Four Case Studies

1. The VeriChip: An Implantable Chip. — From a technological viewpoint, the VeriChip is simple. It stores six lines of text, which function as a personal ID number, and emits a 125-kilohertz radio signal to a special receiver that can read the text.15 A physician implants the VeriChip by injecting it under the skin in an outpatient procedure that requires only local anesthesia.16 A similar device has already been implanted in millions of pets and livestock to help their owners keep track of them.17 Applied Digital Solutions, the maker of the VeriChip, plans an implantation cost of $200 and an annual service fee of forty dollars for maintaining the user’s database.18

15 Julia Scheeres, They Want Their ID Chips Now, WIRED NEWS (Feb. 6, 2002), at http://www.wired.com/news/privacy/0,1848,50187,00.html.
16 Id.
17 Id.
18 Julia Scheeres, Why, Hello, Mr. Chips, WIRED NEWS (Apr. 4, 2002), at http://www.wired.com/news/technology/0,1282,51575,00.html. The Food and Drug Administration (FDA) has found that the VeriChip is not a “medical device” under the Food and Drug Act, and is therefore not subject to its regulation for security and identification purposes. Julia Scheeres, ID
Much of the attention toward the VeriChip has centered around the Jacobs, a Florida family whose members all chose to implant it. In an allusion to *The Jetsons*, a cartoon about a space-age family, the media dubbed this Florida family the “Chipsons.” Yet the motives that led to the Jacobs’s decision to implant the VeriChip are more down-to-earth than space-age. For the father, Jeffrey Jacobs, the implantation decision was related to his severe disabilities. He thought that the device might help save his life one day by providing “instant, electronic access to his complicated medical history and long list of medications.” For the mother, Leslie, a similar underlying rationale was present: “[T]he VeriChip speaks for us, if we need it. . . . We can’t lose it.” For the fourteen-year-old son, Derek, “[i]t’s great technology and if you’re the first person, it’s pioneering.” News accounts identified Derek both as being technology-savvy and as having convinced his parents to implant the chip *en famille*.

These comments highlight a number of reasons to choose a VeriChip. Once the ID number in a VeriChip is linked to medical databases, for example, it allows physicians rapid and complete access to medical histories. More prosaically, the VeriChip could identify someone who fell unconscious or for other reasons could not communicate her name. The VeriChip could also be desirable for a different reason: It is the latest electronic gadget. Some consumers are “early adopters,” who, in the definition of two economists, are those “electronics enthusiasts who derive utility from being the ‘first on their block’ to own a new technology.”

Additional justifications have been suggested in favor of implantable chips. For example, a chip might help reduce financial fraud as part of a system for withdrawing money from an ATM. Similarly, some have suggested that the VeriChip might stop the growing na-

---


21 Id.

22 Id.

23 See, e.g., id.; Scheeres, supra note 15.

24 Goldman, supra note 20.


tional crisis concerning identity theft. Applied Digital Solutions has even discussed plans to market the chip in South America as a way “to identify kidnapping victims who are drugged, unconscious or dead.” More generally, scientists are now developing biosensors to manage long-term, time-controlled release of targeted medication. Some of these chip-based “micro-electromechanical systems” (MEMS) are already undergoing testing in human subjects. Scientific American points to these next-generation implantable chips as particularly important because of the kind of records that they can generate for healthcare personnel.

The kinds of personal data involved in different applications of implantable chips can be extensive and the collection of such data continuous. Thus, a person with an implantable chip generates a data trail by moving about real space, whether in a nursing home, a retail store, or the outdoors. These personal data can be commodified and exchanged for additional services or special discounts. Conversely, the commodification of personal information can also have negative results for certain low-volume or otherwise undesirable customers. It might lead businesses to single out customers in order to discourage their patronage. The privacy consequences of implantable chips will be considerable, and no information privacy law at present regulates the terms of such data collection.

2. *The wOzNet: A Wearable Chip.* — Whereas the VeriChip involves an implantable identification device, the wOzNet involves a plan to commercialize a wearable identification device. Stephen Wozniak, the famous cofounder of Apple Computer, is the creator of the wOzNet. A product of Wheels of Zeus, the wOzNet tracks a cluster of inexpensive electronic tags from a base station by using Global Positioning Satellite (GPS) information.

---

27 See Julia Scheeres, *Implantable Chip, On Sale Now*, WIRED NEWS (Oct. 25, 2002), at http://www.wired.com/news/privacy/0,1848,55999,00.html. To the extent, however, that implantable chips can have their signals pirated or otherwise hacked, these devices will increase the risk of identity theft.


31 Langer, supra note 29, at 57. This capacity may include tracking the physical location of nursing home residents. See Robbins, supra note 30, at 26.


900-megahertz radio spectrum used by portable phones. This portion of the spectrum is largely unregulated; the wOzNet will not be obligated to purchase spectrum rights like a cell phone company. A wOzNet product package, including the chip and the base station, is expected to sell for $200 to $250.

Numerous uses of the wOzNet’s tracking capacity have already been proposed. Once a user sets parameters for notification, the wOzNet can generate alerts, by phone or by e-mail, that let the owner know “when a child arrives at school... or a car leaves the parking lot.” The wOzNet can also help one track pets or personal belongings such as keys or golf clubs. The company has remained vague, however, regarding all the services that it plans to offer; it has stated merely that its system will “help people take better care of what’s important to them.”

The wOzNet wireless data network also has the potential to track objects far beyond the reach of any individual’s base station. As the New York Times reports:

Because the tags can report their location whether they are close to their home-base station or a neighbor’s, the company is hoping to seed Silicon Valley and other large suburban counties with enough base stations to make it possible to easily track objects, even when they move outside the range of the owner’s station.

Thus, as with other information-age inventions, the wOzNet carries the potential for network externalities once it becomes widely adopted. A network externality is the change in benefit derived from a good as more people consume that good. Once a critical mass of consumers purchase such a device, any user will be able to employ a wearable chip, for no additional charge, to track people and objects far beyond the reach of her base station. It might also be possible for the wOzNet to plant a large number of base stations in an area and capitalize these costs as an infrastructure expense.

Another tracking chip, using a different combination of technologies, has even overcome the need to draw on positive externalities from

---

36 Markoff, supra note 33.
39 Markoff, supra note 33.
others’ base stations. This competing device, the Wherify GPS Personal Locator, combines GPS tracking with a Personal Communications Service (PCS) device. Rather than send GPS coordinates to a base station, the Wherify Locator uses the PCS transmitter to transmit this information over the PCS wireless network to a Wherify service center. Because of this arrangement, Wherify will be obliged to buy spectrum rights to be able to transmit this information.

Like implantable chips, wearable chips permit extensive and continuous collection of personal data. As discussed later in this Article, both devices associate a unique ID — a kind of personal barcode — with the individual who bears or wears the respective device. This ID can track a person’s position, link her movements to existing databases, and generate new data collections. The privacy implications of this development are considerable and are yet unregulated by law.

3. Networked Computing: Spyware and Adware. — Through networked computing, computer programs can link thousands or even millions of PCs through the Internet. One of the applications of networking is distributed computing, a “form of information processing in which work is performed by separate computers linked through a communications network.” Distributed computing links computers to distribute their workload to solve processing-intensive problems. In an uncontroversial application of this technology, Stanford University, the University of California at Berkeley, and other universities have used donated PC system resources for scientific research. These donated resources allow creation of ad hoc supercomputers with massive system resources; the result is dramatically lower computing costs for large-scale research projects. 

---

41 For the company’s website devoted to this product, see Wherify Wireless, GPS Locator for Children, at http://www.wherifywireless.com/prod_watches.htm (last visited Apr. 10, 2004). For a largely negative review of the device, see Parents & Technology: The Wherify GPS Personal Locator Offers Help but Fails To Protect, SMART COMPUTING, Feb. 2004, at 35.

42 MICROSOFT CORP., MICROSOFT COMPUTER DICTIONARY 147 (5th ed. 2002).

43 Leon Erlanger, Distributed Computing: An Introduction, EXTREME TECH (Apr. 4, 2002), at http://www.extremetech.com/print_article/0,3998,a=25002,00.asp.

44 The University of California at Berkeley uses distributed computing for an experiment termed “SETI@home” (The Search for Extraterrestrial Intelligence). See Ron Hipschman, The Problem — Mountains of Data, at http://setiathome.ssl.berkeley.edu/about_seti/about_seti_at_home_1.html (last visited Apr. 10, 2004). SETI@home allows anyone connected to the Internet to use her computer to analyze radio signals from outer space in the search for signs of intelligent life around the universe. Id. Volunteer users download SETI@home’s software and, using available processing capability, the volunteers’ computers process radio signals and report results to a central website. Id. It is estimated that roughly 500,000 users are voluntarily sharing their computing power for the SETI@home project alone. See Screensavers of the World, Unite!, SCI. DAILY (Dec. 14, 2000), at http://www.sciencedaily.com/releases/2000/12/00121414082350.htm.

45 See, e.g., Stanford University, What Is Genome@home?, at http://www.stanford.edu/group/pandegroup/genome/using.html (last visited Apr. 10, 2004). A Stanford University research team launched this distributed computing project in 2000. Its partner project, Folding@home, uses
In contrast, spyware and adware are controversial applications of networked computing. *Smart Computing Magazine* defines spyware as a program that “install[s] itself without your permission, run[s] without your permission, and use[s] your computer without your permission.” Spyware draws on computer resources to create a network that can be used for numerous purposes, including collecting personal and nonpersonal information from computers and delivering adware or targeted advertisements to individuals surfing the Web. Adware is sometimes, but not always, delivered as part of spyware; the definitional line between the two depends on whether the computer user receives adequate notice of the program’s installation.

Companies such as Gator and Xupiter are industry leaders in the commercial application of distributed computing. For example, the Gator eWallet helps complete online forms by learning usernames, passwords, credit card numbers, and addresses. Gator also bundles its adware with Grokster, a music swapping program, and WeatherScope, a program that provides local weather information. Present, Gator software runs on an estimated 35 million computers in the United States. As a spokesperson for Gator has observed: “Our consumers save billions of dollars per year on software that they’d have to spend $20 to $30 on if they weren’t ad supported.”

computers to calculate how proteins achieve their three-dimensional shape — that is, how they self-assemble in the human body. See Stanford University, *Folding@home Distributed Computing*, at http://www.stanford.edu/group/pandegroup/folding (last visited Apr. 10, 2004). Volunteers download Stanford’s software onto their machines, and all computers running the software join the project. This use of distributed computing has enabled Stanford researchers “to simulate timescales thousands to millions of times longer than previously achieved” and has allowed the simulation of folding for the first time. *Id.*

Tracy Baker, *Here’s Looking at You, Kid: How To Avoid Spyware*, *SMART COMPUTING*, Sept. 2003, at 68. In the definition of a recent bill, introduced by Representative Mary Bono, a “spyware program” is defined as “any computer program or software that can be used to transmit from a computer . . . by means of the Internet and without any action on the part of the user of the computer to initiate such transmission, information regarding the user of the computer, regarding the use of the computer, or that is stored on the computer.” *Safeguard Against Privacy Invasions Act, H.R. 2929, 108th Cong. § 4(3) (2003) [hereinafter Bono Bill].


Gator has recently changed its name to Claria. See Claria Corp., *Corporate Overview*, at http://www.claria.com (last visited Apr. 10, 2004). This Article nevertheless refers to this company according to its previous, better-known name. In part, it does so because the company continues to call its best-known product the “Gator eWallet.” Claria Corp., *Overview: Claria Products and Services*, at http://www.claria.com/products (last visited Apr. 10, 2004).


less desirable and less visible aspect of this business model; as PC Magazine notes, this program also “sends information about you, your computer, and your online behavior to Gator’s website.”

The precise nature of the data collection done by these different applications requires some explanation. Gator has stated that its data collection does not include records of consumer identities, by which it means both the first and last names of individuals. In an article focusing on Gator, however, the Wall Street Journal noted that this software gathers “a huge amount of information, including many of the sites visited, how much time is spent at them, whether anything is purchased and in some cases the first name, country and five-digit ZIP code of the user.” Additionally, Gator assigns a unique number to each computer that downloads its software. As a consequence, it can easily tie a computer to a consumer identity. Moreover, no law prevents this linkage from being made, and other spyware and adware companies are already collecting such personal data. As one computer magazine has stated, “[d]ata gathered by spyware . . . are] a commodity likely to be sold time and again among third parties such as manufacturers, retailers, and market research firms.”

4. Compensated Telemarketing: Listening for Dollars. — As a final example of the commercialization of personal information, consider a recent proposal by Ayres and Funk to allow compensation for listening to telemarketing calls. At present, state and federal “do not call” lists permit consumers only to refuse to receive telemarketing calls, but not to agree to receive these calls for a stated price. This approach is


53 Metz, supra note 47.
54 See Hagerty & Berman, supra note 49.
55 Id.
56 Id.
57 On the absence of information privacy law on the Internet, see Schwartz, supra note 9, at 1632–40.
59 Ayres & Funk, supra note 11, at 96.
60 See, e.g., Telemarketing and Consumer Fraud and Abuse Prevention Act, 15 U.S.C. §§ 6101–6108 (1994) (authorizing the Federal Trade Commission to promulgate rules prohibiting “deceptive or abusive telemarketing practices”); Telemarketing Sales Rules, 16 C.F.R. § 310.4(b) (2003) (creating and establishing a federal “do not call” list); N.Y. GEN. BUS. LAW § 399-z (McKinney Supp. 2004); TEX. BUS. & COM. CODE ANN. §§ 44.101–44.104 (Vernon Supp. 2004); WIS. STAT. ANN. § 100.52 (West Supp. 2003). Although a district court recently held that the FTC’s amendments to the Telemarketing Sales Rules violated the First Amendment, the Tenth Circuit recently reversed this holding, see Mainstream Mkts. v. FTC, 283 F. Supp. 2d 1151, 1168 (D. Colo. 2003), rev’d, 358 F.3d 1228 (10th Cir. 2004). For a discussion of how the process of getting on the federal “do not call” list will work, and why it is unlikely to stop all telemarketing calls, see Ryan J. Foley, The Bad News: Telemarketers Will Still Call, WALL ST. J., Oct. 9, 2003, at D1.
flawed, according to Ayres and Funk, because it blocks exchanges by consumers who are willing to receive such calls for a price and telemarketers who are willing to pay for it. Ayres and Funk term this regime “government-imposed worthlessness” for consumers. Ayres & Funk, supra note 11, at 133–34. In response to this situation, they call for a “name your price” system in which consumers choose the price per minute they would accept for listening to telemarketing calls. Further, Ayres and Funk propose that consumers should be able not only to name a price per minute for telemarketing calls, but also to express tailored preferences for receiving calls. In other words, consumers should be able to sign up to receive compensated telemarketing calls about certain topics, such as Star Trek and running shoes, and refuse other calls, such as those about Time-Warner Cable or long-distance telephone service.

If the Ayres-Funk price system were implemented, “the telephone might become a competitive outlet for polished advertisements (at least rivaling the radio).” Moreover, this approach would allow for efficient use of one’s time: “Have five minutes to spare waiting for your train? Why not turn on your cell phone and make some cool hard cash?” Indeed, Ayres and Funk predict that their “name your price” approach would influence telemarketers to discontinue their current overinvestment in reaching consumers who do not wish to be solicited. Ayres and Funk also argue that compensated telemarketing could be easily implemented within the current framework of federal and state “do not call” statutes by amending these laws to give “do not call” households the additional option to receive calls that meet their compensation requirements.

Ayres and Funk propose that one alteration to existing technology as well as one new institution would be necessary to make compensated telemarketing possible. The alteration to existing technology would be the creation of a new kind of 1-900 number. Currently, 1-900 numbers permit consumers to call certain phone numbers for a per-minute charge. For Ayres and Funk, these numbers are “ingoing” 1-900 numbers, and a related system, termed “outgoing” 1-900 numbers, should be established to permit telemarketers to transfer

61 Ayres & Funk, supra note 11, at 133–34.
62 See id. at 96.
63 See id. at 110–11.
64 For a discussion of how this aspect of the Ayres-Funk proposal would lead to the creation of finely grained metadata — or information about information — see infra pp. 2070–71.
65 Ayres & Funk, supra note 11, at 101.
66 Id. at 137.
67 See id. at 85.
68 See id. at 110.
69 See 47 C.F.R. § 64.1501 (2002).
payments to consumers. Ayres and Funk explain how a beautiful symmetry would exist under the outgoing 1-900 number: “Just as the resident pays a per-minute charge set by the recipient when she calls the psychic hotline, the psychic hotline would pay a per-minute charge chosen by the recipient if it chooses to drum up business by calling the resident.”

As for the new institution, “authorized intermediaries, most likely local phone companies, would have to serve as an interface between consumers and telemarketers.” According to Ayres and Funk, these intermediaries should: (1) maintain a list of how much compensation a specific consumer desires for listening to a minute of telemarketing; (2) permit telemarketers to make calls if they agree to pay this rate; (3) transfer the per-minute payment from the telemarketer to the consumer’s phone bill; and (4) police telemarketers’ compliance with consumer preferences by verifying payment of compensation.

Compensated telemarketing would create massive new databases of personal data. Agreement to receive such calls would lead not only to solicitations, but also to databases that list consumer’s likes and dislikes regarding Star Trek, running shoes, home renovation, or reality shows. The resulting databases would also include information about purchases related to the compensated calls. No law at present regulates how the personal information in such databases is collected, sold, or transferred.

To conclude this initial consideration of the four case studies, I wish to note that each of these methods and devices for data collection present a rich spectrum of issues relating to property, privacy, and personal data. One similarity of these systems is that their use will lead to the creation of finely grained collections of personal data. Moreover, these devices and methods all raise difficult issues regarding subsequent use of personal data, and they are at present largely unregulated by the law. Finally, initial collection of personal information is likely to be followed by further trade and even creation of new databases.

As for dissimilarities, some but not all of these systems raise issues concerning the secret collection of data. In particular, adware and spyware operate in an environment in which consumers generally lack any awareness that their computers are “phoning home” to the companies who are tracking their online behavior. In contrast, customers with implantable and wearable chips as well as those who agree to participate in compensated telemarketing will likely be aware at least of the initial collection of their personal information — if not of poten-

70 Ayres & Funk, supra note 11, at 81.
71 Id. at 111.
72 Id. at 110.
73 Id. at 110–13.
tial future uses of it. Another dissimilarity concerns the ability of customers to exit from a method of data collection by removing, uninstalling, or otherwise disposing of these different devices. A wearable chip can be unclipped, but an implantable chip must be removed in a medical procedure. Moreover, adware and spyware can be devilishly complicated to discover and uninstall.74 The underlying software is sometimes written to resist detection through standard “uninstall” programs; indeed, the removal of adware and spyware can challenge even the most experienced of computer experts.75 Hence, the costs of exiting from different systems vary considerably.

B. Commodification, Privacy, and Free Alienability

This section makes three observations regarding the VeriChip, the wOzNet, adware and spyware, and compensated telemarketing. First, these systems and devices demonstrate the extent to which technology is already commodifying personal information. Second, they raise significant privacy issues. Third, a centerpiece of debate about these systems and devices thus far has been the idea that free alienability of personal data is desirable and should be permitted.

1. Commodification. — The case studies show how technology is commodifying personal information. As Margaret Radin observes, commodities represent a certain kind of social construction,76 something that is “capable of being reduced to money without changing in value, and completely interchangeable with every other commodity in terms of exchange value.”77 Thus, commodified personal data is a discrete package of personal information that can be exchanged for something else. There is a developing trade in personal information, which is following in the path of other controversial commodities discussed in Radin’s book, Contested Commodities, such as body parts, babies, and services for sexual intercourse.78

Adware and spyware, as well as compensated telemarketing, provide good illustrations of the commodification of personal data. To be sure, these products also commodify other resources, including an individual’s time, attention, and computing resources. These issues are relatively unproblematic, however, once the quality of notice is improved. When informed consent is obtained, one’s donation of computer resources or attention to targeted advertisements does not raise especially complex or sensitive policy issues. After all, one can already
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donate other commodities to charity or watch advertisements on television.

In contrast, the commodification of personal information raises more complex questions. Commodification of personal data falls into four broad categories: (1) lists of those who are willing to commodify their personal data; (2) lists of those who wish to receive tailored ads and the particular interests of those persons; (3) lists of transactional activities, such as purchases, that follow the release of commodified personal data; and (4) privacy metadata, which comprise information about one’s privacy preferences.79

The topic of privacy metadata deserves additional discussion at this point. Metadata are a relatively common phenomenon in the Information Age, and compensated telemarketing as well as the other systems and devices considered in the case studies are all capable of creating privacy metadata. Metadata are information about information; they are, for example, found in the popular text-processing software Microsoft Word, which permits association of rich metadata with documents.80 Metadata in Word can include the author’s name and initials; the names of previous document authors; the name of the author’s company or organization; the name of one’s computer; the name of the network server or hard disk where the document was saved; document revisions; hidden text or cells; and personalized editing comments.81 All these metadata can be associated with a single text document.82

The personal data market will increasingly include privacy metadata. The systems and devices considered in the case studies above generate finely grained information about consumers’ privacy preferences,83 and privacy metadata will in turn be commodified and contribute to additional privacy invasions.84 Already in the offline world,
and in no small irony, direct marketers generate and sell lists of people who have expressed interest in protecting their privacy. Analogous to these marketing lists of those who wish to protect their privacy, privacy metadata can include information concerning an interest in not receiving certain kinds of solicitations or not receiving telemarketing calls at certain times. These metadata will be highly marketable.

As a specific example of the process of commodification, consider, for example, how the Gator eWallet commodifies personal information. Gator, as well as similar companies, provides something of value, usually software, in exchange for something from a consumer that is also of value, namely personal data. Indeed, many post-Napster file-sharing services, such as Grokster, come bundled with adware. As PC Magazine observes, “that’s how file sharing vendors make money while not charging for their products.” The Ayres-Funk proposal for compensated telemarketing also demonstrates the commodification of personal data. Once it is possible to agree to receive phone calls for a given price, a rich trove of personal data will be created.

As for implantable and wearable chips, their use will also lead to the creation and exchange of data lists in an information marketplace. VeriChip or wOzNet customers, such as the Jacobs family, can generate records by having their physical location continuously monitored, and the resulting personal data can be commodified and traded. This phenomenon may even lead the makers of the VeriChip and the wOzNet to adjust their business model, which one might term a “pay-and-go” approach, in order to permit data trade. Under the current “pay-and-go” approach, the VeriChip and the wOzNet are sold to consumers for a flat price. This one-size-fits-all approach fails to capture the value that might have been created by permitting individuals to pay for restrictions on dissemination of their personal data, or conversely, by giving potential customers a discount in exchange for the right to use their data. Although the VeriChip and the wOzNet are not yet taking full commercial advantage of the personal data their systems generate, personal data trade is flourishing in other contexts. As one computer magazine observed of the

85 See SCHWARTZ & REIDENBERG, supra note 9, at 234.
86 Id.
87 Metz, supra note 47.
88 One can imagine two additional versions of these products. A “data trade” version of these devices would permit a customer to exchange her personal data for a discounted or free VeriChip or wOzNet. On the other hand, a “privacy” version would permit VeriChip and wOzNet to extract additional value from customers who value their privacy more highly and are willing to pay extra for restrictions on the companies’ use of their personal data.
adware offered by filesharing services: “In a sense, you are paying, but the coin is privacy, not money.”

2. Privacy. — These technologies also raise threats to privacy. In particular, the commodification of personal data is likely to impact information privacy by leading to an increase in data trade. For example, the unique ID number employed by the VeriChip and the wOzNet could track a person’s position and link her movements to existing databanks.

Consider a hypothetical shopping expedition by Derek Jacobs, the fourteen-year-old early adopter of tracking technology. As Derek arrives at a store with his implanted VeriChip or wearable wOzNet chip, he triggers the store’s central computer, which makes his profile, based on previous purchases and commercially available marketing lists, available to sales clerks throughout the building. The store also tracks his overall path through its interior to see which departments and products are of interest to him. Should Derek linger at the table where digital cameras are displayed, a sales clerk can glance at his shopping profile. If this summary were to list him as a heavy spender on electronics or as a frequent customer of a particular company the sales clerk could suggest certain products to him, steer him away from others, and, in general, pay more attention to him than to an unidentified customer.

Even if Derek makes no purchases, his presence in the store and interest in digital cameras can be added to his marketing profile and shared with other merchants for other purposes. The kinds of marketing directed to him, and even the prices for the products offered to him, can all be customized according to a constantly updated and expanding database of personal information. As a dystopian alternative to the scenario sketched thus far, one can also imagine that Derek may receive worse service as a result of this tracking. The store’s database might reveal that Derek is not a heavy spender or that he is someone who purchases products exclusively online. In fact, some retail consultants are already recommending that stores create “not wanted” lists with the names of undesired customers.

Thus, implantable and wearable chips enable the collection, storage, transfer, and tailored use of enormous amounts of personal data.

89 Metz, supra note 47.
90 Jerry Kang has engaged in a similar discussion comparing a visit to a shopping mall and one to a “cyber-mall.” See Jerry Kang, Information Privacy in Cyberspace Transactions, 50 STAN. L. REV. 1193, 1198–99 (1998).
91 This kind of attention is reminiscent of the idea of “one to one” marketing developed by Don Peppers and Martha Rogers. See DON PEPPERS & MARTHA ROGERS, THE ONE TO ONE FUTURE: BUILDING RELATIONSHIPS ONE CUSTOMER AT A TIME (1993).
This possibility also raises significant privacy concerns, as do adware, spyware, and compensated telemarketing, which allow online behavior to be tracked and personal data collected. This software “configures itself to load each time your system boots, sitting quietly in the background and taking notes on your computing activities.”93 This tracking is a cyberspace analog to the attention that Derek Jacobs received on his hypothetical shopping expedition.

As for telemarketing, Ayres and Funk consider it an intrusion onto one’s solitude. Their concern is with physical privacy, or what they term “the right to be left alone in one’s home.”94 In contrast, the focus in this Article is on information privacy, an interest to which compensated telemarketing raises a different sort of threat. The critical point regarding information privacy is that an agreement to receive phone calls for a given price leads not only to the agreed telemarketing calls, but also, in the absence of effective legal rules, to the additional use of personal data.95 Some of this information might be trivial, other data might be embarrassing, and some might even create potentially damaging labels or lead to other kinds of harmful results. Moreover, as section II.B argues, these databanks of personal information can have a profound impact on society in general.

In sum, the privacy implications of these devices, programs, and systems are troublesome.96 Indeed, the example of the telescreen from George Orwell’s dystopian masterpiece Nineteen Eighty-Four comes to mind. As Orwell wrote: “There was of course no way of knowing whether you were being watched at any given moment. . . . You had to live — did live, from habit that became instinct — in the assumption that every sound you made was overheard, and, except in darkness, every moment scrutinized.”97 Unlike Orwell’s telescreen, however, the VeriChip and the wOzNet permit even movements made in darkness to be scrutinized. Another significant difference may exist: unlike Orwell’s telescreen, access to these devices or systems can be restricted to persons who have agreed to have others observe them and collect their personal information. This distinction leads to a final observation, which concerns the alienability of personal data.
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93 Baker, supra note 46, at 68.
94 Ayres & Funk, supra note 11, at 83.
96 Plans are even underway to develop a larger VeriChip device with a built-in Global Positioning Satellite receiver. See Scheeres, supra note 27.
3. Free Alienability of Personal Data. — According to this Article’s previous definition, an inalienability is any restriction on the transferability, ownership, or use of data. In the context of the case studies, inalienability relates to restrictions on the exchange of personal data, even restrictions contrary to an individual’s wishes. In other words, even if someone wants to engage in data trade, society may wish to limit her ability to do so. A principle of free alienability for personal information would mean, in contrast, that an individual has a right to do what she wants with her data.

ADS, makers of the VeriChip, and wOz, developers of the wOzNet, respond to privacy questions regarding their products by declaring that it is all a matter of personal choice for their customers. The Chief Technology Officer of ADS states: “This is an elective technology. We live in the United States of America, it’s a free world. You want the VeriChip, get the VeriChip. You don’t want the VeriChip, don’t get the VeriChip.” In a similar vein, ADS customer Leslie Jacobs observes: “People who need this should be able to elect to have it . . . The VeriChip could help save lives.” Or, as the makers of the wOzNet stated, “because the network is voluntary, and will employ encryption that keeps unauthorized users from monitoring someone else’s wOzNet activities, privacy and surveillance concerns are not relevant.” Thus, justifications for this data-gathering technology typically rest on the notion that an individual’s self-ownership entails the right freely to share or dispose of personal information. Or, restated in more colloquial terms: “If you want to sell your personal information, do it. If you don’t want to sell it, don’t do it.”

Alienability has yet to emerge as a policy issue for adware and spyware because the makers of these products generally offer inadequate notice of their data practices. It would be difficult for adware and spyware companies to make an argument for free choice to trade personal data in the absence of sufficient notice of data collection and processing practices. Informed consent to adware and spyware would require notice of such practices; without it, there is no free choice to trade data. At present Congress is considering competing bills, in-

---

99 Scheeres, ID Chip’s Controversial Approval, supra note 18.
100 Markoff, supra note 33.
roduced by Representative Mary Bono and Senator John Edwards, which would impose a notice requirement for companies who wish to install either spyware or adware. The Bono Bill requires, for example, that software applications of distributed computing come with a “clear and conspicuous request” for express consent from consumers. Should either of these statutes be enacted, one can imagine an enthusiastic free data alienability argument for adware and other forms of distributed computing.

A believer in free alienability might even argue that Gator and related companies do not go as far as they could. Gator associates a unique number with a computer; it also promises not to combine its Web-surfing profiles with full identity information. Yet, with improved notice, Gator might attempt to expand its business model by permitting customers to agree to associate their Web-surfing data with their personal identities. The company might justify this expansion with a classic free alienability argument: if people want to trade their personal data, they should be allowed to do so.

Finally, concerning compensated telemarketing, Ayres and Funk also see the question of alienability as critical. With a focus on the issue of physical privacy — that is, the right to solitude — Ayres and Funk argue that “[c]ommodification . . . would mean a switch from a regime that values physical privacy at zero (since marketers can consume it at will and without cost) to one in which physical privacy has positive value.” They even predict a potentially heightened taste for privacy-as-solitude under their proposal: “the switch from government-imposed worthlessness [under a statute] to market valuation should cause people to value it more highly.” As a result, individuals should be permitted “to freely alienate their right to market privacy — that is, their right to be left unsolicited.”

Information privacy in the context of telemarketing and elsewhere, however, raises issues different from those raised by physical privacy. Among the chief information-privacy issues are that of downstream data use by third parties and the consequences of this use, such as labeling of individuals following access to databases of their personal information. Nevertheless, a revised Ayres-Funk argument is possible in the context of information privacy. At present, marketers can consume personal data at will, and consumers are frequently unaware of the
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data trade. Once consumers receive notice, commodification of personal data can change a regime that values information privacy at zero to one in which information privacy has positive value. Under this theory, a higher market value for personal data might heighten our appreciation for it.

II. AGAINST DATA TRADE: ARGUMENTS FROM PRIVACY AND PROPERTY THEORY

Many legal scholars remain skeptical of the usefulness of property rights in personal information. As Jessica Litman writes, data trade “encourages transactions in data that most of us would prefer be discouraged.”\(^{108}\) Or, as Mark Lemley warns, “from a privacy perspective, an intellectual property right that is regularly signed away may turn out to be less protection than we want to give individuals.”\(^{109}\) I have previously joined in at least part of this chorus of skepticism regarding propertization of personal data. Elsewhere, I have argued that “property rights in personal data may systematically lead to bad bargains — and ones in areas of great social importance.”\(^{110}\)

This Part examines and re-evaluates the skepticism regarding property rights in personal data; the following Part develops a model for propertization of personal data that accommodates these concerns. The established critique of propertization of personal data has three elements. The first critique considers the impact of propertization under current conditions in the existing “privacy market” and points to existing privacy market failures as an argument against data trade. Beyond this analysis of privacy market failure, the second critique flows from the “public good” nature of information privacy. These first two critiques are frequently conflated; this Part will separate these perspectives while also exploring how they are related. Finally, a third concern regarding propertization relates to the consequences of free alienability of personal data.

A. Privacy Market Failure

The emerging verdict of many privacy scholars is that existing markets for privacy do not function well. Due to such market failures, which are unlikely to correct themselves, propertization of personal information seems likely to lead to undesired results — even to a race to the bottom as marketplace defects lead competitors to take steps that are increasingly harmful to privacy. This perspective is found, for ex-
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ample, in Julie Cohen’s scholarship; in her view, a negative correlation is likely to exist between property in personal information and the resulting level of information privacy.\footnote{See Cohen, supra note 4, at 1391.} Cohen writes: “Recognizing property rights in personally-identified data risks enabling more, not less, trade and producing less, not more, privacy.”\footnote{Id.} Market failure will cause people to trade away too much of their propertized personal data and thereby erode existing levels of privacy.\footnote{See id. at 1391–1401.} Or, as Lemley concludes, “there is no good market solution” for information privacy based around property rights.\footnote{Lemley, supra note 4, at 1554 (internal quotation marks omitted).}

In previous work, I have developed a yardstick for evaluating the functioning of a market for personal information that involves assessing the extent to which “privacy price discrimination” is available for consumers.\footnote{See Schwartz, supra note 5, at 763–66; see also Schwartz, supra note 9, at 1687. Privacy price discrimination has a close analogy in the law of intellectual property. In the context of computer software, in particular, the law has been highly attentive to price discrimination and the kinds of behavior that should be permitted among buyers and sellers of information goods. See id. at 1687 n.460.} The economists’ standard definition of price discrimination is that a seller sets “different prices to different purchasers depending not on the costs of selling to them . . . but on the elasticity of their demand for his product.”\footnote{RICHARD POSNER, ECONOMIC ANALYSIS OF LAW 283 (6th ed. 2003). For a pathbreaking discussion of the benefits of price discrimination in the production of public goods, see Harold Demsetz, The Private Production of Public Goods, 13 J.L. & ECON. 293 (1970).} In contrast, privacy price discrimination involves data-processing companies drawing distinctions between individuals based on varying preferences about the use of their personal data. One failure of the current privacy market is its inability to draw such distinctions, leaving consumers with a binary, all-or-nothing choice to permit or prohibit collection of their personal data.

To illustrate this point, one can posit two consumers: Marc, who cares deeply about how his personal information is used, and Katie, who does not.\footnote{For a discussion of different consumer preferences about privacy, see Katie Hafner, Do You Know Who’s Watching You? Do You Care?, N.Y. TIMES, Nov. 11, 1999, at G1.} A surplus from cooperation under a property regime requires at a minimum, however, that Marc and others with similar preferences receive more than their “threat value” before disclosing their personal data.\footnote{For a concise introduction to bargaining theory, see ROBERT COOTER & THOMAS ULEN, LAW AND ECONOMICS 72–74 (2d ed. 1997).} The term “threat value” refers to the price that Marc would place on not disclosing his personal information. Thus, Marc might desire a certain price in goods, services, or cash before allowing any of his personal information to be collected. Privacy price
discrimination therefore requires an increased flexibility on the part of those who collect personal information to meet Marc’s other privacy preferences. Marc may have strong preferences regarding initial or secondary uses of his personal information, the collection of his metadata, or the transfer of data to other companies.

Currently, however, companies generally do not need to offer Marc more goods, products, or money for his personal data than they offer Katie. Part I has discussed this phenomenon in the case of the VeriChip, the wOzNet, and distributed computing. The same situation holds for telemarketing — at least for telemarketing as it exists now, rather than as the Ayres-Funk model imagines it. Marc and Katie have only two choices under the existing model for telemarketing. They can either refuse all telemarketing or listen to calls without compensation. As a result, telemarketing companies need not distinguish between customers with different privacy preferences, but must reach all individuals in the same fashion.

In a more extreme illustration of privacy market failure, suppose that spyware companies collect the data of Marc and Katie alike without these customers’ knowledge. Consumer ignorance leads to a data market in which one set of parties does not even know that “negotiating” is taking place.119 Even if there is a sense that some personal data are collected, many individuals do not know how or whether this information is further processed and shared. Regarding the Internet, for example, Neil Netanel notes: “[M]ost users are not even aware that the websites they visit collect user information, and even if they are cognizant of that possibility, they have little conception of how personal data might be processed.”120 A recent report from the Annenberg Public Policy Center confirms Netanel’s observations; it found that “the overwhelming majority of U.S. adults who use the internet at home have no clue about data flows — the invisible, cutting-edge techniques with which online organizations extract, manipulate, append, profile and share information about them.”121 The asymmetry of information available to the various players in the market — as well as the systemic disadvantage and relative vulnerability of consumers in that market — underscores concerns about commodification of personal data.

119 Or, as Jeff Sovern writes, “sellers can be expected to exploit consumer ignorance.” Jeff Sovern, Opting In, Opting Out, or No Options at All: The Fight for Control of Personal Information, 74 WASH. L. REV. 1033, 1074 (1999).
Ultimately, the consequences of these market shortcomings resound far beyond Marc and Katie. Due to pervasive failures in the privacy market in the United States, a subsidy is given to those data-processing companies that exploit personal data. As a result, these organizations are not charged the true “cost” of the personal data they acquire.122 One result of subsidized personal information is that companies overinvest in reaching consumers who do not wish to be contacted. To return to our hypothetical, Marc may not want to surrender his personal information at a price below his threat value, but companies who do not meet this threshold are able to obtain his information and contact him anyway. Ayres and Funk have reached a similar conclusion regarding overinvestment in telephone solicitations from direct marketers. In their view, marketers “solicit an excessively broad audience.”123 Indeed, “sellers of niche products” lack “adequate incentive[s] to target likely customers.”124

Acquisition of personal information at below-market costs also leads companies to underinvest in technology or services that can enhance the expression of privacy preferences. One reason for this under investment is that individual privacy wishes are not felt collectively in the market. In general, savvy consumers who wish to take action to protect their privacy face serious difficulties. For example, there is a critical mass problem — at least during the initial stages of a possible move to greater privacy protection. Consumers must identify others who share their concerns and identify technology that will assist them. Moreover, information costs make it difficult for less sophisticated consumers to benefit from the knowledge and efforts of those who are more savvy about privacy. Furthermore, consumers face high, potentially prohibitive detection costs in monitoring companies and detecting those that fail to live up to their privacy promises.

Consider in this regard how the market has thus far proved far more effective at providing Privacy-Invading Technologies, or PITs, than Privacy-Enhancing Technologies, or PETs.125 One difficulty is that it is possible for PITs to masquerade as PETs — as is the case when a link promising a privacy-enhancing product leads instead to

122 Laudon reaches a similar general conclusion about privacy market failure. See Laudon, supra note 5, at 99.
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125 For discussion of PITs and PETs, see Philip E. Agre, Beyond the Mirror World: Privacy and the Representational Practices of Computing, in TECHNOLOGY & PRIVACY, supra note 3, at 29, 56; Herbert Burkert, Privacy-Enhancing Technologies: Typology, Critique, Vision, in TECHNOLOGY & PRIVACY, supra note 3, at 125. For an excellent website devoted to this topic, see Roger Clarke, Roger Clarke’s PITs and PETs Resources Site, at http://www.anu.edu.au/people/Roger.Clarke/DV/PITsPETsRes.html (last updated Oct. 21, 2002).
software, such as Web Bugs, that spies on computer users.\textsuperscript{126} Or, in another illustration of problems for consumers in detecting privacy violations, a popular file-sharing software, Blubster, promises to protect anonymity vis-à-vis third parties who are investigating online copyright violations, but it also smuggles in adware that tracks the computer user.\textsuperscript{127} The result is that Blubster is a PET for fileswapping, but a PIT for other online behavior.\textsuperscript{128}

Other problems exist within the privacy market. Information asymmetries are likely to exist between data collectors and the individuals whose personal information is collected.\textsuperscript{129} Indeed, data collectors have an incentive to engage in smokescreen tactics to make it difficult for individuals to obtain understandable information about data collection and use. For example, “privacy notices” sometimes fail to reveal the substantive nature of a website’s actual practices.\textsuperscript{130} Websites also generally reserve the right to change their privacy policies, which means that visitors must constantly check for changes in the fine print.

Put more generally, problems with asymmetric information can be systematic enough to skew an entire class of negotiations. By analogy, in the context of real estate transactions, the seller may understand the commission that a broker receives, but may comprehend little about who receives earnest money following a purchaser’s breach. As another illustration of information shortcomings, buyers of used automobiles face high transaction costs in gathering information about the most critical piece of information: whether the car is in good condition.\textsuperscript{131} As Robert Cooter and Thomas Ulen state, “it is often the case that sellers know more about the quality of goods than do buyers. For example, a person who offers his car for sale knows far more about its quirks than does a potential buyer.”\textsuperscript{132}

The example of used cars also indicates, however, that information asymmetries need not remain in place. In fact, the distribution of information about used cars to buyers has recently improved due to information technology and private sector entrepreneurship. Using a car’s unique Vehicle Identification Number (VIN), it is possible to or-

\textsuperscript{126} For more on Web Bugs, see Richard M. Smith, Electronic Frontier Foundation, \textit{The Web Bug FAQ}, at http://www.eff.org/Privacy/Marketing/web_bug.html (Nov. 11, 1999).
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der an inexpensive online report that details accident reports relating to a used automobile, as well as other information about it. A seller will likely still know more than the buyer about the quirks of an automobile, but the transaction costs of obtaining at least some critical information about any specific vehicle have declined dramatically thanks to these reports.

Nevertheless, entrenched information asymmetries may cause a “lemons equilibrium.” Once the imbalance of information causes a sufficiently large number of buyers to cease purchasing, a seller will lose money as a result of a decision to offer more favorable terms at a higher price. The result is a lemons equilibrium, which occurs when the market offers only bad products for sale or presents only bad contract terms. As Richard Craswell explains: “In that case, no seller has an incentive to offer the more favorable terms, and the result is an equilibrium in which only bad contract terms (or ‘lemons’) can be obtained.” Professor Craswell thus identifies an unfortunate consequence of an inability of buyers and sellers to agree on how to signal the presence of a good product.

Finally, the phenomenon of “bounded rationality” means that many consumers will accept whatever terms that data processors offer for their personal information. Behavioral economics scholarship has demonstrated that consumers’ general inertia toward default terms is a strong and pervasive limitation on free choice. Propertization may therefore benefit those who have greater power in the existing privacy market — the parties who collect, process, and transfer personal data. Because the gatherers have greater power to set the terms of

133 A leading purveyor of these reports is CARFAX. See CARFAX, Inc., CARFAX Vehicle History Reports, at http://www.carfax.com (last visited Apr. 10, 2004).

134 Richard Craswell describes the difficulty in overcoming a lemons equilibrium: Because terms that are good for buyers are generally more expensive for sellers, any seller that offers better terms will charge a higher price to make the same level of profits she could make by offering less favorable terms at a lower price. However, if most buyers have good information about prices but only poor information about non-price terms, they may not notice an improvement in non-price terms, while they will definitely notice the higher price. As a result, many buyers may stop purchasing from this seller.
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137 In some settings, individuals may even be subject to duress, as in the context of receiving health care, and may thereby easily be forced to sign away privacy interests without any real choice in the matter.
the bargain and to shape the playing field that guides individual decisions, at the end of the day negotiations in the privacy market may fall short.138

This Article has noted the general lack of “privacy price discrimination” in existing information markets and has identified different grounds for this shortcoming. Yet identification of market failure can justify a policy to perfect the market just as much as one to prohibit it. More specifically, if a deadweight loss occurs because of shortcomings in the privacy market, the question becomes the extent to which a market can adjust to capture this potential value. In the context of information markets, both those who wish to sell their data and those who do not will experience a deadweight loss. The goal of market-perfecting policies should be to reform the failed privacy market to reflect more completely the varying value of personal data to individuals with different preferences about whether and how that data should be used. Once the market internalizes these preferences, resulting exchanges would increase social welfare.139 Note, however, that such an economic perspective will generally be indifferent as to whether any resulting surplus from exchanges accrues to the information collectors or the individuals to whom the personal information pertains.

Market-perfecting moves for the personal data trade would require removing or at least reducing information asymmetries between data collectors and individuals. This Article has already pointed to an example of a reduction of these asymmetries in the context of the market for used cars: one can order an online report keyed to a specific automobile’s VIN that details information about the vehicle’s history. Later in this Article, I discuss how legislatively created opt-in defaults to personal data trade can be “information-forcing.” These requirements can reduce information asymmetries by placing pressure on the better-informed party to share relevant data.

138 Self-help exists as a final tactic. Those who care about privacy can turn to a burgeoning market and purchase devices like the “telezapper,” which, when hooked to one’s phone, is intended to convince telemarketers that the phone has been disconnected. See Ayres & Funk, supra note 11, at 92–93. Downloadable software are also available to stop different kinds of privacy invasions on the Internet. For a discussion, see Cade Metz, Total Security, PC Mag., Oct. 1, 2003, at 83, 86. But the privacy arms race never stands still, and there remains a strong need to stay on the cutting edge of developments regarding information collection and to continue to purchase new and improved self-help devices and software. In an assessment of privacy-enhancing technologies, Jerry Kang concludes that “[a] significant expenditure of resources by those who would take personal information and by those who would safeguard it may, in the end, result in a final level of privacy no different from the level that existed before such expenditures.” Kang, supra note 90, at 1245. Furthermore, the market may favor PETs over PITs due to collective action problems facing individual consumers.

139 As Judge Easterbrook proposes, a Coasean paradigm requires only that property rights be created, that property rules be clear, and that bargaining institutions be created. Frank H. Easterbrook, Cyberspace and the Law of the Horse, 1996 U. Chi. Legal F. 207, 210–15.
Attempts to improve the market for data trade would also draw on the teaching of behavioral economics to reduce the bite of “bounded rationality” so consumers can better trade their personal data. Previous work that I have done with Edward Janger has discussed the impact of the “framing effect” on consumer decisionmaking regarding privacy. The presentation of options influences choices, and the parties who determine the form in which information about privacy is presented have considerable power to shape how consumers act. As a consequence, Janger and I have proposed that governmental oversight agencies should play a role in shaping the form in which consumers receive notice of information practices. I return to the topic of oversight in section III.A below.

More generally, market-perfecting activities call for attention to overcoming collective action problems. The model developed below suggests that one response to collective action difficulties is permitting liquidated damages for violations of privacy interests. Permitting liquidated damages provides an opportunity for collective valuation of information, which incorporates a diverse spectrum of preferences—that is, it tries to accommodate both Marc and Katie. It also encourages litigation, the specter of which may deter infringements of privacy. It will also allow others who are not parties to the litigation to benefit from improved privacy practices that follow successful litigation. Some positive results following from liquidated damages can already be seen in the context of the Telephone Consumer Protection Act (TCPA), a federal law that outlaws both “junk” faxes and unsolicited telemarketing calls. This legislation has led at least some disgruntled consumers to sue companies who violate the law. These crusaders include Steve Kirsch, a Silicon Valley billionaire who has adopted the cause of fighting against junk faxes; Diana Mey, a homemaker who has been termed the “Erin Brockovich of the anti-telemarketing movement”; and Gerald Waldron, a partner at a major
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Washington, D.C. firm whose partners asked him to intervene after his firm received a deluge of junk faxes. The economist Howard Demsetz once warned against the “nirvana approach” — that is, he opposed certain kinds of unfair comparisons “between an ideal norm and an existing ‘imperfect’ institutional arrangement.” According to Demsetz, “those who adopt the nirvana viewpoint” seek to identify discrepancies between the ideal and the real in order to reject available alternatives. In this light, this Article can be seen as avoiding multiple nirvana fallacies. On one hand, it rejects an initial nirvana viewpoint, which would be an idealized nonmarket approach to information privacy that shuns propertization on any terms. On the other hand, this Article also rejects a second nirvana viewpoint: an idealized market-based solution unaccompanied by legislation that structures the shape of property in personal information. Indeed, some law already accompanies the market, and hence the issues are whether the current combination is the best one and, if not, how the law should structure the market.

B. Privacy as Public Good: The Privacy Commons

The second objection to propertization of personal data is that it will neglect important social values that information privacy should advance. From this perspective, information privacy functions as a type of public good, like clean air or national defense.
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150 Cf. McGeveran, supra note 83, at 1834–42 (rejecting in the context of P3P software protocols any reliance on a “libertarian” privacy market).

151 See Robert Hale, Coercion and Distribution in a Supposedly Non-Coercive State, 38 POL. SCI. Q. 470 (1923).

The traditional problem with relying on a property regime to supply a public good follows from two of the good’s qualities — nonrivalrous consumption and nonexcludability. A privacy commons illustrates both of these aspects of public goods. If the purpose of information privacy is to provide anonymous and semi-anonymous areas for interaction, it will be difficult to exclude parties from the privacy commons once erected. Those who have provided their personal data for little or no compensation will still try to obtain the benefits of the privacy information space. Another possible analogy is a hypothetical reliance on competing national defense companies to protect the nation. As one law and economics textbook observes regarding nonexcludability, “[t]he attempt to distinguish those who have from those who have not subscribed to the private defense companies is almost certain to fail.”\textsuperscript{153} The example of national defense also illustrates the nonrivalrous nature of public goods — the provision of defense for one citizen does not entail a lack of security for other citizens. As a further example, when one person listens to a CD by the Beatles, there is not any less Beatles music available for the rest of us.\textsuperscript{154} In a similar fashion, information privacy for one person in a privacy commons does not leave less for any other person. The argument that follows from nonrivalry and nonexcludability, then, is the traditional one that a functioning market may not provide an optimal supply of public goods.

As noted earlier, moreover, this analysis is also linked to a critique of the existing privacy market. Initially, it is important to separate out the strands of a sometimes intermingled discussion of the privacy market and the privacy commons. To do so, this section considers a joint report of two leading privacy advocacy groups, the Electronic Privacy Information Center (EPIC) and Junkbusters, as well as an exchange between John McCain and Jay Rockefeller at a Senate hearing.\textsuperscript{155} The ultimate focus of this section will be to consider the public goods critique on its own terms.

The EPIC-Junkbusters report looks at the perils and promise of technological solutions to Internet privacy. It asserts that "negotiations [for data trade] would invariably disadvantage those who could not purchase sufficient privacy and would lead to a gradual decline in the

\textsuperscript{153} COOTER & ULEN, supra note 118, at 40.
\textsuperscript{154} See id.
level of protection available to the general public." This single sentence contains two critiques of personal data trade. First, it contains a market failure argument that fits comfortably with the analysis of the preceding section — as a consequence of failure in the privacy market, a reliance on data trade will stimulate a race to the bottom. Stated differently, this argument holds that due to shortcomings in the existing system of personal information trade, recourse to the market will drive down the overall level of privacy (by causing “a gradual decline in the level of protection”) and leave us all worse off.

The second critique of data trade is that a reliance on data markets places poor people and others (“those who could not purchase sufficient privacy”) at a disadvantage when they trade for privacy. The EPIC-Junkbusters report argues that privacy should be seen as a basic right whose level should not be different for rich and poor. As Pamela Samuelson notes: “If information privacy is a civil liberty, it may make no more sense to propertize personal data than to commodify voting rights." Thus, the interest in privacy is like the interest in receiving access to the electoral franchise, clean air, or national defense: it should not depend on socioeconomic status.

Another example of a public goods discussion comes from a hearing on Internet privacy held before the Senate Commerce Committee in 2001. Much of the hearing focused on the potential economic impact of privacy legislation on e-commerce companies. Senator John McCain, who adopted a market-oriented perspective, considered personal information a commodity. In his first question to a witness, for example, Senator McCain demanded: “[Y]ou state that polls have consistently shown that many Americans decline to engage in cyberspace transactions because of concerns about privacy. Why, if it is in the businesses’ interest to improve privacy protections, do you think businesses aren’t doing it?” This question was, on one hand, about the extent of privacy market failure and the chances for market self-correction. Underlying it, on the other hand, is a notion that personal information is a commodity and that businesses will generally meet consumer’s expectations regarding privacy.

At the same hearing, however, Senator Jay Rockefeller hinted at the need for a nonmarket approach to these issues. In a statement at the start of the hearing, Senator Rockefeller compared protecting the environment to safeguarding privacy. Rockefeller commented that
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protecting the environment was not always justifiable on economic terms — environmental regulations might sometimes cost jobs but are nonetheless still desirable. He warned his colleagues of a similar need to choose between economic and noneconomic perspectives in the area of information privacy: “Sometimes you have got to decide [whether] you are going to go this way [or] you are going to go that way.”

Although safeguards for privacy might have a negative economic impact, in Rockefeller’s view these protections would be justifiable for noneconomic reasons. Senator Rockefeller deserves praise for identifying the division between market and nonmarket justifications for information privacy protection. Moreover, while he did not speak in terms of public goods, his language is reminiscent of this idea. A public good benefits all of society and is generally viewed as something that cannot be created through an unregulated market.

Scholarly writing about privacy also sometimes conceives of privacy as a social and not merely an individual good. Like clean air and national defense, the worth of information privacy accrues to society. Thus, Julie Cohen views privacy as promoting the development of both autonomous individuals and civil society. She writes: “Information privacy . . . is a constitutive element of a civil society in the broadest sense of that term.” In a similar sense, I have argued that privacy is necessary for both “individual self-determination” and “democratic deliberation.” Based in part on civic republicanism, this conception views democracy as dependent on common participatory activities, reciprocal respect, and the need for consensus about political issues. To borrow a phrase from Robert Post, the process at stake is the “creation of the autonomous self required by democratic citizenship.” In this conception, deliberative democracy requires limits on access to personal information because Americans will hesitate to engage in democratic self-rule should widespread and secret surveillance become the norm.
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Thus, many scholars perceive information privacy as benefiting and shaping society.\footnote{169 See Jeffrey H. Reiman, \textit{Privacy, Intimacy and Personhood}, in \textit{Philosophical Dimensions of Privacy} 300 (Ferdinand David Schoeman ed., 1984); Daniel J. Solove, \textit{Conceptualizing Privacy}, 90 \textit{Cal. L. Rev.} 1087 (2002).} From this vantage point, information privacy can be seen as a commons that requires some degree of social and legal control to construct and then maintain. The privacy commons is a place created through rules for information exchange. It is a multidimensional privacy territory that should be ordered through legislation that structures anonymous and semi-anonymous information spaces. As I have written, “information privacy norms should create shifting, multidimensional data preserves that insulate personal data from different kinds of observation by different parties.”\footnote{170} From this perspective, propertization of personal information should be limited to the extent it undermines the privacy commons. This point is distinct from the market failure argument but, as this Article discusses later, is related to it: a negative result for the privacy commons can occur both under privacy market failure and under a functioning market for personal data trade.

Beyond the market failure critique, a second objection to propertization of personal data concerns a categorization of information privacy as a public good. Consider also, for example, the possibility that individuals may prove incapable of adequately valuing and managing property rights in information.\footnote{171 This argument has special resonance when considered in the high-tech contexts of the VeriChip, the wOzNet, distributed computing, and compensated telemarketing. Elsewhere, I have discussed the “blinking twelve” problem, in which difficulties in designing user interfaces and the resulting simplifications and glosses of complex privacy issues shift power to those who design the technology for data trade. Schwartz, \textit{supra} note 9, at 1664–65. The term “blinking twelve” is derived from Neal Stephenson’s discussion of “the blinking 12:00” that appears on VCRs in living rooms throughout the United States because of individuals who are unable to program these devices to set the correct time. \textit{Neal Stephenson, In The Beginning . . . Was The Command Line} 67 (1999).} At first glance, this argument may seem to be no more than a paternalistic one. It certainly exceeds John Stuart Mill’s “harm principle,” which is the classic liberal concept that people are free to do as they wish, subject only to limits that prevent harm to others.\footnote{172 \textit{John Stuart Mill, On Liberty}, ch. IV (David Bromwich & George Kateb eds., Yale Univ. Press 2003) (1859). For a brief discussion of the harm principle, see John A. Robertson, \textit{Human Flourishing and Limits on Markets}, 95 \textit{Mich. L. Rev.} 2139, 2140 (1997) (book review).} But based upon a belief in the privacy commons, skepticism about information property requires a better basis than paternalism. At this stage, this Article simply seeks to show that a traditional public goods argument can be used to cast doubt, albeit only partially, on the propertization of information.
The conception of the privacy commons and the idea that the benefits of privacy flow to broader society may initially seem elusive. In the context of information privacy, more is at stake than seclusion for individual pieces of data and personal benefits. If sound rules for the use of personal data are not established and enforced, society as a whole will suffer because people will decline to engage in a range of different social interactions due to concerns about use of personal information. A public good — the privacy commons — will be degraded.\textsuperscript{173}

A few comparisons to traditional public goods may help to shed light on the concept of privacy as a public good. In the context of national defense, the public good consists of elements such as a standing army, a missile shield, or a radar system. The benefit for the public is a strong level of national defense. In the context of the environment, the public good consists of environmental devices, such as those placed on offending smokestacks to limit their pollution, as well as governmental officials at environmental protection agencies who carry out tasks such as monitoring pollution levels. The benefit for all is protection of the environment and limits on pollution. In the context of information privacy, the public good at stake is the privacy commons — a space for anonymous and semi-anonymous interactions. The privacy commons is created through legal and other restrictions on the availability of personal information. The benefit that accrues to the public from a privacy commons is a social order based on democratic deliberation and the capacity of individuals for self-governance.

While the public goods framework suggests that propertization may fail to supply the right amount of information privacy, it also points to potential shortcomings of a complete anti-property orientation regarding personal information. In the United States, many public goods are supplied with at least some recourse to the marketplace. For example, national defense has always been accompanied by the privatization of at least certain functions: private companies manufacture weapons, uniforms, and supplies for the military, and, more recently and controversially, they have managed logistics for the Pentagon during the conflicts in Afghanistan and Iraq.\textsuperscript{174} Furthermore, environmental law has experimented with private trade in “pollution rights.”\textsuperscript{175} Likewise, democratic discourse, the core public good in the United States, has

\textsuperscript{173} Consider how many New Yorkers were reluctant to make use of Central Park in the 1970s and 1980s because of safety concerns. During this period in New York City’s history, this public good, a magnificent park in the middle of Manhattan, saw a drastic reduction in its value to the public.
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\textsuperscript{175} See Posner, \textit{supra} note 116, at 395; Laudon, \textit{supra} note 5, at 98.
traditionally depended on privately owned media outlets.\textsuperscript{176} A public goods perspective on information privacy thus does not preclude the propertization of personal data.

\textbf{C. Property and Free Alienability}

Finally, some information privacy scholars are skeptical of property in personal information due to the issue of alienability. In their view, once information is propertized, it will be difficult to limit an individual’s right to sign away this interest. The free alienability argument builds on the market failure argument: property entails free alienability, and this inevitable link exacerbates weaknesses in existing markets for personal data exchange.

Thus, in expressing doubts about property interests in personal data, Pamela Samuelson argues: “It is a common, if not ubiquitous, characteristic of property rights systems that when the owner of a property right sells her interest to another person, that buyer can freely transfer to third parties whatever interest the buyer acquired from her initial seller.”\textsuperscript{177} In Samuelson’s assessment, property connotes free alienability:\textsuperscript{178} Samuelson views this proposition as so uncontestable that it barely requires elaboration; she does, however, include a footnote reference to a treatise that traces a public policy in favor of free alienability back to English law and the year 1290.\textsuperscript{179}

If property automatically entails free alienability, however, the result may be deeply problematic for information privacy. As Samuelson also notes: “Free alienability works very well in the market for automobiles and land, but it is far from clear that it will work well for information privacy.”\textsuperscript{180} She identifies two problems of significance. The first problem is one that this Article has already identified in the context of compensated telemarketing, namely the secondary use of personal data. Samuelson writes that “[a]n individual may be willing to sell his data to company N for purpose S, but he may not wish to give N rights to sell these data to M or P, or even to let N use the data for purposes T or U.”\textsuperscript{181} Free alienability thus prohibits an individual from limiting another party in the use or transfer of data. In other

\textsuperscript{176} A key reaffirmation by the Supreme Court of limits on state action flowing from the private nature of the media came in \textit{Miami Herald Publishing Co. v. Tornillo}, 418 U.S. 241 (1974), which declared that a “right of reply” statute imposing enforced access to the press violated the First Amendment. \textit{Id.} at 248. For a negative assessment of concentrated corporate control of the media, see \textsc{Robert W. McChesney, Rich Media, Poor Democracy} (1999).
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words, an individual cannot restrict those property interests that he signs away.

The second problem following from free alienability is the difficulty of estimating an appropriate price for secondary uses of one’s personal data. Samuelson predicts that an individual may “at the time of trans-acting with N be unable to assess what value he should receive for any transfer of the same data to M, P, or any other licensee of N.”182 Personal information is, after all, subject to myriad uses, and, as Samuelson points out, the subsequent acquirors may value the data more highly. Indeed, to build on Samuelson’s discussion and return to an earlier example in this Article, individuals must be able to value information about their privacy metadata, which are also likely to be traded. Moreover, if data sellers and buyers are left free to set the price for information sales, they will also be setting a price for violations — that is, the cost of taking data without permission.183

To her credit, Samuelson has identified a critical issue concerning the propertization of personal data, and this insight relates to certain normative consequences of free alienability. To the extent, moreover, that Samuelson explores the link between free alienability and property, her work can be read as objecting to any model for propertization of personal information that does not respond to the risks flowing from unfettered data trade.

A third and final anti-propertization argument rests on the very idea of free alienability, which is considered by many to be an inevitable aspect of property. This argument is, at least in part, a historical one — albeit one based on an incomplete reading of the record. Samuelson, for example, bases the link between property and free alienability on the historical path of property regimes. Samuelson adopts the classic view of property frequently associated with Blackstone, who defined property as a “sole and despotic dominion . . . over the external things of the world.”184 Carol Rose has notably termed this conception of property the “Exclusivity Axiom.”185 This conception has even filtered into the popular debate surrounding information trade, in which the right to trade one’s personal information is viewed
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as an inexorable part of the underlying entitlement. As this Article has already noted, such reasoning can be restated in the following terms: “If you want to sell your personal data, do it. If you don’t want to sell it, don’t do it.”

Yet this conception of property is based on an incomplete reading of Blackstone. Property can also take the form of incomplete interests and, just as importantly, can serve to structure social relationships. Blackstone was certainly aware of the latter point. For example, in his discussion of common law property, Blackstone carefully notes how property in land during the feudal era was a means of structuring not merely the ownership of the lord over his land, but also the relationship of the lord to his vassal or tenant. In addition to paying an oath of fealty to the lord, the tenant, “openly and humbly kneeling,” would pay the lord homage, promising to follow the lord to “his courts in time of peace; and in his armies or warlike retinue, when necessity called him to the field.”

Therefore, according to Blackstone, property is also a way of structuring social relations. Rose agrees that Blackstone goes beyond the Exclusivity Axiom, which she faults on its own terms because it has the potential “to overstate the case, concealing the interactive character of property and giving an inappropriately individualistic patina to this most profoundly sociable of human institutions.”

The role of alienability in property has always been more complex than the Exclusivity Axiom implies. To use a modern example, one can point to intellectual property as an illustration of how property frequently conveys less than “sole and despotic dominion” over a thing. Modern copyright law provides statutory inalienability for individual authors, permitting them to terminate any transfer of a copyright interest after a stated period of years. The Second Circuit recently explained this property right in a case involving the Captain America character; the court declared that this interest gives “authors (or if deceased, their statutory heirs) an inalienable right to terminate a grant in copyright fifty-six years after the original grant notwithstanding any agreement to the contrary.”

More generally, copyright law is premised on numerous divisible interests in a given piece of underlying in-
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For Rose, the choice of metaphor becomes critical as one seeks to understand the nature of property. She writes: “The very notion of property as exclusive dominion is at most a cartoon or trope, as Blackstone himself must have known.” Correspondingly, the idea that free alienability is an inexorable aspect of information-property is also a problematic cartoon. In particular, a belief in free alienability of personal information may encourage advocacy of only rearguard policies — policies that seek to block data trade. The general idea would be that the fewer the data exchanges, the better — nonpropertized personal information may be more likely to remain uncirculated. However, such a stance at best merely locks in the current level of information privacy in the United States; the irony in such a stance is that most privacy advocates generally view this level as inadequate.

Restrictions on propertization have also been made at other moments in history for essentially conservative purposes. In a classic law review article, Property and Sovereignty, Morris Cohen noted in 1927 that English law was only starting to remove the impediments to trade in land that had been established during the feudal period. These restrictions had long played a role “in the national life of England” because the modernization of property law would make land more marketable and would undercut the power of the traditional aristocracy. Cohen writes: “Once land becomes fully marketable, it can no longer be counted to remain in the hands of the landed aristocratic families; and this means the passing of their political power and the end of their

190 Thus, copyright is subject to notable limitations on exclusive rights, see 17 U.S.C.A. §§ 107–115 (West Supp. 2003), including a compulsory license for nondramatic musical works, see id. § 115. Moreover, the underlying interest in copyright itself terminates after a stated period. See id. §§ 301–305. The constitutional implications of this aspect of copyright have been the subject of important litigation and scholarly debate. See generally Paul M. Schwartz & William Michael Treanor, Eldred and Lochner: Copyright Term Extension and Intellectual Property as Constitutional Property, 112 YALE L.J. 2331 (2003).
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control over the destinies of the British empire.”\textsuperscript{195} Cohen here highlights the fact that exchanges of property can alter the status quo, for better or for worse.

Similarly, trade in information property can also lead to change, a consequence which may have contributed to privacy scholars’ nervousness about this trend. The change about which privacy scholars may be worried is, needless to say, quite different from the social change and concomitant loss of wealth and status about which the landed aristocrats of England were once concerned. Instead, privacy scholars are likely worried that increased data trade will increase the circulation of personal data and thus create new harms to individuals. It is unclear, however, whether greater participation by individuals in personal data trade will necessarily also increase the circulation of personal data, which, as this Article’s Part I has demonstrated, is an already well-established phenomenon. Moreover — and this point provides our transition to Part III — once one conceives of property as including restrictions on alienability, data trade becomes less menacing to privacy.

\section*{III. TOWARD A MODEL OF PROPERTIZED PERSONAL INFORMATION}

Having evaluated various grounds for suspicion of personal data trade, this Article now presents five critical elements of a model of propertized personal information that responds to these concerns. Many of the reservations that scholars have with applying a property regime to personal data may be traced to fear of an unadorned Blackstonian conception in which individual control over personal information is an all-or-nothing proposition. In response, I suggest that the understanding of property as a bundle of interests rather than despotic dominion over a thing helps frame a viable system of rights with respect to personal data. Moreover, these property interests are to be shaped through legal attention to five areas: inalienabilities, defaults, a right of exit, damages, and institutions. A key element of this model is the employment of \textit{use-transferability restrictions} in conjunction with an \textit{opt-in default}. This Article calls this model “hybrid inalienability” because it allows individuals to share, as well as to place limitations on, the future use of their personal information. The proposed hybrid inalienability follows personal information through downstream transfers and limits the negative effects that result from “one-shot” permission to all personal data trade.

\textsuperscript{195} \textit{Id.} at 12. As Cohen argued, this policy was based on the belief (which Cohen appears to have shared) that “continued leadership by great families cannot be as well founded on a money as a land economy.” \textit{Id.}
A. The Five Elements of Property in Personal Information

As noted above, one dominant property metaphor is the Blackstonian idea of “sole and despotical dominion” over a thing. An equally dominant metaphor is the idea of property as a “bundle of sticks.” This idea, as Wesley Hohfeld expressed it, relates to the notion that property is “a complex aggregate” of different interests.\(^{196}\) There are distinguishable classes of jural relations that relate to a single piece of property; indeed, a person’s ability to possess or do something with a single stick in the bundle can be “strikingly independent” of the person’s relation to another stick.\(^{197}\)

This Article’s aim, then, is to disaggregate, or “unpack,” the elements of a model of personal information configured as property. It attempts to show how propertized personal information can be shaped to respond to privacy market failure and the need for a privacy commons. As Hanoch Dagan argues, “property is an artifact, a human creation that can be, and has been, modified in accordance with human needs and values.”\(^{198}\) Legal and social construction of any given form of property seeks to reach certain policy goals, and this Article explicitly explores these aims as well as possible problem areas.

1. Inalienabilities. — Propertized personal information requires the creation of inalienabilities to respond to the problems of market failure and to address the need for a privacy commons. According to Susan Rose-Ackerman’s definition, an “inalienability” is “any restriction on the transferability, ownership, or use of an entitlement.”\(^{199}\) As this definition makes clear, inalienabilities may consist of separate kinds of limitations on a single entitlement.\(^{200}\) In the context of personal data trade, a single combination of these inalienabilities proves to be of greatest significance — namely, a restriction on the use of personal data combined with a limitation on their transferability. This Part first analyzes this combination and then discusses why this hybrid inalienability should include a recourse to defaults.
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Before turning to these two issues, however, it is important to note that propertized personal information, like all property, is necessarily subject to more general limitations on account of the public interest. These limitations, in turn, take certain uses of information entirely outside of the realm of property. For example, law enforcement access to personal data should not be structured through recourse to a propertized model in which police are obliged to bid for access to information. Likewise, and more generally, the government’s acquisition and use of personal data should not be subject to eminent domain or Takings Clause jurisprudence. Rather, mandatory or immutable rules for data access and privacy are necessary. Other similar limits on propertization may become appropriate when the media obtains personal data; in general, the First Amendment serves as a strong device for removing personal data from the realm of private negotiations and increasing their availability to the public. It is important to note that the focus of this Article is not on these mandatory legal requirements that remove personal data entirely from the realm of private negotiations. Instead, this Article focuses on those use and transferability restrictions that allow personal data to remain at least partially propertized.

As suggested earlier, these restrictions must respond to concerns about private market failure and contribute to the creation of a privacy commons. Regarding privacy market failure, both downstream data use and subsequent transfers of personal information may exacerbate market shortcomings. This Article has discussed how a variety of devices and systems that commodify information lead to downstream uses and onward transfers. For example, the VeriChip and the wOzNet generate tracking data, and this information is likely to be traded and shared by companies that collect it. Distributed computing in the form of spyware and adware causes computers to send personal data to a remote site, which can share this information with other entities. Finally, compensated telemarketing may lead not only to calls at...
the stated price, but also to additional use of an individual’s personal data, including privacy metadata.

Beyond downstream data use and subsequent transfers, free alienability is problematic because information asymmetries about data collection and current processing practices are likely to resist easy fixes. The ongoing difficulties in providing understandable “privacy notices” in both online and offline contexts illustrate the challenges of supplying individuals with adequate information about privacy practices.206 As a result, there may be real limits to a data trade model under which consumers have only a single chance to negotiate future uses of their information. To limit the negative results of this one-shot permission for data trade, this Article proposes a model that combines limitations on use with limitations on transfer. Under this approach, property is an interest that “runs with the asset”;207 the use-transferability restrictions follow the personal information through downstream transfers and thus limit the potential third-party interest in it.

The model proposed here not only addresses concerns about private market failure, but also supports the maintenance of a privacy commons. As stated above, problems for the privacy commons can arise regardless of whether a market failure problem exists. Nevertheless, because the coordination necessary to establish a functioning privacy commons may prove difficult to achieve, market failure may have especially pernicious results in this context. As Rose-Ackerman has stated elsewhere: “The coordination problem arises most clearly in the case of pure public goods . . . consumed in common by a large group.”208 As the example of PITs and PETs illustrates, the market has already fallen short in providing technological mechanisms for coordinating individual wishes for information privacy.209 Should market failure continue, the present circumstances are unlikely to yield an optimal privacy commons.

Yet even if market failure ceases to be a problem, a well-functioning privacy market may fail to create public goods. Rose-Ackerman provides an illuminating example of this proposition in her discussion of the problem of settling a new geographic region: “Everyone is better off if other people have settled first, but no one has an in-

206 To be sure, lessons from behavioral economics suggest ways to improve the manner in which consumers are given the information on which they will make their decisions. See Janger & Schwartz, supra note 130, at 1242–44 (drawing insight from behavioral economics research about consumers’ bounded rationality and the “framing effect” on decisionmaking).
207 Hansmann & Kraakman, supra note 7, at 5374 (internal quotation marks omitted).
208 Rose-Ackerman, supra note 6, at 939.
In this context, the market might lead to real estate speculation without any person wanting to move first to the new area. As a further example, a market in private national defense may induce some individuals to purchase protective services, but it may fail to generate an adequate level of nationwide protection. In the privacy context, a market may cause people to sell personal information or to exchange it for additional services or a lower price on products, but it may not necessarily encourage coordination of individual privacy wishes and the creation of a privacy commons.

This Article proposes that the ideal alienability restriction on personal data is a hybrid one based partially on the Rose-Ackerman taxonomy. This hybrid consists of a use-transferability restriction plus an opt-in default. In practice, it would permit the transfer of personal data, but only if the customer is granted an opportunity to block further transfer or use by unaffiliated entities. Any further use or transfer would require the customer to opt in — that is, it would be prohibited unless the customer affirmatively agrees to it.

As an initial example concerning compensated telemarketing, a successful pitch for Star Trek memorabilia would justify the use of personal data by the telemarketing company and the transfer of it both to process the order and for other related purposes. Any outside use or unrelated transfers of this information would, however, require obtaining further permission from the individual. Note that this restriction limits the alienability of individuals’ personal information by preventing them from granting one-stop permission for all use or transfer of their information. A data processor’s desire to carry out further transfers thus obligates the processor to supply additional information and provides another chance for the individual to bargain with the data collector.

This use-transferability restriction also reinforces the relation of this Article’s model to ideas regarding propertization. The use-transferability restriction runs with the asset; it follows the personal information downstream. Or, to suggest another metaphor, property enables certain interests to be “built in”; these interests adhere to the property.

To ensure that the opt-in default leads to meaningful disclosure of additional information, however, two additional elements are needed.
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First, the government must have a significant role in regulating the way that notice of privacy practices is provided. As noted above, a critical issue will be the “frame” in which information about data processing is presented. The FTC and other agencies given oversight authority under the Gramm-Leach-Bliley Act of 1999\textsuperscript{213} (GLB Act) are already engaged in working with banks, other financial institutions, and consumer advocacy groups to develop acceptable model annual “privacy notices.”\textsuperscript{214}

Second, meaningful disclosure requires addressing what Henry Hansmann and Reinier Kraakman term “verification problems.”\textsuperscript{215} Their scholarship points to the critical condition that third parties must be able to verify that a given piece of personal information has in fact been propertized and then identify the specific rules that apply to it. As they explain, “[a] verification rule sets out the conditions under which a given right in a given asset will run with the asset.”\textsuperscript{216} In the context of propertized personal information, the requirement for verification creates a role for nonpersonal metadata, a tag or kind of barcode, to provide necessary background information and notice.\textsuperscript{217}

A survey of existing statutes finds that the law employs at least some of the restrictions and safeguards proposed in the model. In particular, certain transferability and use restrictions already exist in information privacy statutes. The Video Privacy Protection Act of 1988\textsuperscript{218} (Video Act) contains one such limitation: it imposes different authorization requirements depending on the planned use or transfer of the data.\textsuperscript{219} Moreover, this statute’s transferability restriction requires a “video tape service provider” to obtain in advance a consumer’s permission each time the provider shares the consumer’s video sale or rental data with any third party.\textsuperscript{220} This rule restricts data trade by preventing consumers from granting permanent authorization to all transfers of their information.\textsuperscript{221}
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\textsuperscript{221} In addition to its block on permanent authorization for information disclosure, the Video Act dilutes this limit with an opt-out that allows disclosure of a certain subset of information to third parties unless the customer objects. Id. § 2710(b)(3)(D)(ii). Unfortunately, the consumer information covered by this opt-out is quite extensive. First, this set of exempted information in-
A second statute incorporating use and transferability limitations is the Driver’s Privacy Protection Act of 1994 (DPPA), which places numerous restrictions on the ability of state departments of motor vehicles to transfer personal motor vehicle information to third parties. Both the Video Act and the DPPA respond to the flaws inherent in one-time permanent authorization under conditions of market failure. Moreover, combined with a default rule, this approach could have the additional positive effect of forcing the disclosure of information about data transfer and use to the individuals whose personal information is at stake. This Article now turns to the default element of its model for information property.

2. Defaults. — This Article has discussed how a variety of devices and systems that commodify information give rise to additional uses and transfers of personal data. To limit the negative results of one-shot permission for data trade, it has proposed a combined use-transfer. This Article supports the use of defaults as a further safeguard to promote individual choice. This Article prefers an opt-in default because it would be information-forcing — that is, it would place pressure on the better-informed party to disclose material information about how personal data will be used. This default promises to force the disclosure of hidden information about data-processing practices. Furthermore, this Article advocates that such a default should generally be mandatory to further encourage disclosure — that is, the law should bar parties from bargaining out of the default rule. The strengths of the proposed model can be illustrated through a considera-
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tion of the design and the effects, both positive and negative, of both a long-established German statute and a recent American statute.

German law recognizes the need for mandatory protection of certain privacy interests. The Federal Data Protection Law (Bundesdatenschutzgesetz, or BDSG) not only assigns wide-ranging personal rights to the “data subject” but also makes certain of them “unalterable.” As the leading treatise on the BDSG states, this statute prevents individuals from signing away certain personal interests in any kind of “legal transaction” (Rechtsgeschäft). The BDSG does so to protect an individual’s interest in “informational self-determination,” a fundamental right that the German Constitutional Court has identified in the Basic Law (Grundgesetz), the German constitution.

In the United States, the GLB Act removed legal barriers blocking certain transactions between different kinds of financial institutions and provided new rules for financial privacy. These privacy rules require financial entities to mail annual privacy notices to their customers. Moreover, consistent with the model that I have proposed, the GLB Act incorporates a transferability restriction. Unlike the proposed default, however, the Act merely compels financial entities to give individuals an opportunity to opt out, or to indicate their refusal, before their personal data can be shared with unaffiliated entities. Yet the GLB Act does not have a true information-forcing effect because it chooses an opt-out rule over an opt-in rule.

An assessment of the GLB Act supports the proposition that a use-transferability restriction, combined with a default regime, can lead to optimal information-sharing. Consistent with the privacy model proposed by this Article, the GLB Act obligates the relatively better-informed parties — financial institutions — to share information with

---
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other parties. Also, it sets this obligation to inform as a mandatory default: the GLB requires financial institutions to supply annual privacy notices to their customers.231 A client cannot trade the notice away for more products and services or even opt not to receive the notices because she does not want to receive more paper. Even if many individuals do not read privacy notices, a mandatory disclosure rule is crucial to the goal of creating a critical mass of informed consumers.232

Unfortunately, the GLB Act’s promise of informed participation in privacy protection has yet to be realized, due in large part to the relative weakness of its default rule, which allows information-sharing if consumers do not opt out. The opt-out rule fails to impose any penalty on the party with superior knowledge — the financial entity — should negotiations over further use and transfer of data fail to occur. Under the Act, information can be shared with unaffiliated parties unless individuals take the affirmative step of informing the financial entity that they refuse to allow the disclosure of their personal data.233 In other words, the GLB Act places the burden of bargaining on the less-informed party, the individual consumer. Examination of the often confusing or misleading nature of GLB Act privacy notices confirms this Article’s doubts about the efficacy of an opt-out rule:234 an opt-out rule creates incentives for financial entities to draft privacy notices that lead to consumer inaction.235

On a more positive note, the agencies given oversight authority by the GLB Act have engaged in a major effort to find superior ways of providing information through privacy notices.236 These agencies, the
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For an argument defending these opt-out provisions, see Michael E. Staten & Fred H. Cate, The Impact of Opt-In Privacy Rules on Retail Credit Markets: A Case Study of MBNA, 52 DUKE L.J. 745 (2003). Among the shortcomings of Staten and Cate’s article is that, although it considers negative impacts of data-use restrictions, it fails to consider the positive economic effects that flow from such restrictions. See id. at 769–83. For an attempt to consider such positive effects, see Daniel J. Solove, The Virtues of Knowing Less, 53 DUKE L.J. (forthcoming 2004).
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most prominent of which is the FTC, have engaged both privacy advocacy organizations and the financial services industry in a discussion of the design of short forms that will attract greater public attention and convey information in a clearer fashion.  

An opt-in rule is therefore an improvement over an opt-out rule. More specifically, an opt-in regime improves the functioning of the privacy market by reducing information asymmetry problems. An opt-in rule forces the data processor to obtain consent to acquire, use, and transfer personal information. It creates an entitlement in personal information and places pressure on the data collector to induce the individual to surrender it. In addition to having a positive impact on the privacy market, the opt-in regime also promotes social investment in privacy.

However promising the opt-in default regime may be, it still has some weaknesses and thus is only one of several elements in the propertyization scheme this Article proposes. The opt-in regime’s first weakness is that many data-processing institutions are likely to be good at obtaining consent on their terms regardless of whether the default requires consumers to authorize or preclude information-sharing. Consider financial institutions, the subject of Congress’s regulation in the GLB Act. These entities provide services that most people greatly desire. As a result, a customer will likely agree to a financial institution’s proposed terms, if refusing permission to share information means not getting a checking account or a credit card. More generally, consumers are likely to be far more sensitive to price terms, such as the cost of a checking account, than to nonprice terms like the financial institution’s privacy policies and practices. Some examples will illustrate this point about consumers’ heavy emphasis on price terms.

In other contexts, evidence of consumers’ focus on price terms can be found in the popularity of the marketing scheme in which companies initially quote low prices but then smuggle additional and hidden charges into consumers’ final bills. In a privacy context, consumers’ emphasis on price terms is seen in the continuing prevalence of spyware, which, as this Article has discussed, can accompany “free” software, computer games, or songs. As the New York Times has noted, “free isn’t what it used to be.” Although the downloaded products seem to come without cost, the spyware manufacturers extract value from their users in other ways, frequently without the computer users’ knowledge. Thus, because price terms are so effective in inducing
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consumers to opt into information-sharing, defaults may not effectively promote bargaining about critical issues.

For this reason, sophisticated consumer protection regimes do not rely exclusively on information-forcing defaults. Used car “lemon laws,” for example, provide some information-forcing through standardized language in warranties and also require used car dealers to provide a written minimum guarantee of the used automobiles for a short period of time. These laws also require that commercial sellers of used cars take such vehicles back from buyers if flaws persist after several attempts at repair. Because better information may not cure market failure, this Article also proposes bolstering the effect of information-forcing defaults through use-transfer restrictions and other protection mechanisms such as a right to exit.

One objection to this model may be, however, that use-transferability restrictions with an opt-in requirement may create such a powerful disincentive for companies that they would deter desirable information transactions. Put differently, some may fear that the costs of approaching customers to request “downstream” permission may be higher than the extractable value of the underlying personal data. In an article from 1978, Richard Posner makes a related argument in pointing to transaction costs as a justification for generally allowing sale of personal data without customer approval. With reference to the specific example of a magazine and its subscription list, Posner asserts that “the costs of obtaining subscriber approval [for sale of their names] would be high relative to the value of the list” for the periodical. The assignment to publishers of exploitation rights regarding subscriber data is desirable, Posner argues, because it reaches an efficient result without subjecting the parties to costly negotiations that would reduce the overall efficiency of their exchange.
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There is good reason, however, for skepticism about these objections. First, the extractable value from personal data is far from being so limited as to make it financially unfeasible to approach customers for opt-in permission. The trafficking of personal data already constitutes a robust, multimillion-dollar market. Direct marketing lists sort individuals into highly specific demographic slices, including Hispanic families with children; Asian-American mail-order buyers; women who buy wigs; gamblers; male buyers of fashion underwear; and political-minded Christians. A standard pricing mechanism in the direct-marketing industry is to demand eighty dollars per thousand names. Rather than worrying about limited extractable value, one should be concerned about an overinvestment of marketers in reaching individuals who are uninterested in being solicited and an underinvestment in developing efficient, low-cost ways to garner opt-in permissions.

Second, people will opt in if given the right incentives and information. As a general example, most of us already have opted into certain listservs or to the receipt of information from companies and organizations in which we are interested. Giving such assent can be as simple as clicking a box on a website or clicking a hypertext link to create a form e-mail. Moreover, people are more likely to opt in if a right of exit is reserved. The ability to change one’s mind and refuse further use and transfers of personal information allows one to test the waters knowing that a choice is not permanent.

Third, technology can greatly reduce the transaction costs involved in soliciting and enabling individual preferences regarding the use of personal data and the enforcement of use-transferability restrictions. As a general example of technology’s impact on privacy transaction costs, consider Microsoft Word and metadata. On the one hand, this program allows the creation of rich metadata about any document. On the other hand, this same software permits individuals to minimize
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the creation of metadata. To be sure, questions may remain about whether the Microsoft commands for minimizing metadata can be made more transparent or easier to enable. But one point is clear: the additional cost of designing software to enable expression of these privacy preferences is minimal. In a similar fashion, the collection of opt-in preferences through boxes on websites or hypertext links also involves minimal costs.

3. Right of Exit. — Consent to data trade should imply not only an initial opportunity to refuse trade, but also a later chance to exit from an agreement to trade. According to Hanoch Dagan and Michael Heller, “[e]xit stands for the right to withdraw or refuse to engage: the ability to dissociate, to cut oneself out of a relationship with other persons.” Providing a chance to withdraw is important because current standards afford little protection to privacy. Once companies are able to establish a low level of privacy as a dominant practice, individuals may face intractable collective action problems in making their wishes heard. As a consequence, an information privacy entitlement should include a right of exit from data trades. This right of exit, for example, would allow people to turn off the tracking devices that follow them through real space, to disable spyware and adware on the Internet, and to cancel their obligations to hear compensated telemarketing pitches.

For the privacy market, a right of exit prevents initial bad bargains from having long-term consequences. As this Article has noted, most states regulate the used car market to require that commercial resellers of used cars take such vehicles back when flaws persist after multiple repair attempts. Privacy markets should similarly include a statutory right of exit to allow individuals to get out from under bad bargains.

For the privacy commons, a right of exit preserves mobility so people can make use of privacy-enhancing opportunities and otherwise reconsider initial bad bargains. Dagan and Heller have proposed that exit is a necessary element of a “liberal commons” because “well-functioning commons regimes give paramount concern to nurturing

249 For those reading this Article near a personal computer, open a Word document. On the Tools menu, click “Options,” and then click the “Security” tab. Select the “Remove personal information from this file on save” checkbox and then save the document. All metadata has been removed. Or, alternatively, open a Word document; then click on “File” and “Properties”; then click on the “Summary” tab. Surprised by the amount of information? Return to the start of this footnote for instructions on how to remove all metadata.
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shared values and excluding bad cooperators."\textsuperscript{251} A right of exit allows customers to discipline deceptive information collectors. Existing customers will leave as a result of the bad practices, and potential customers will be scared off. In this fashion, a privacy market disciplines deceptive information collectors by shrinking their customer base.

The right to exit also brings with it a related interest: the ability to re-enter data trades. Individuals may wish to alternate between privacy preferences more than once. As an illustration of the implications of the right to re-enter, a wearable chip appears relatively attractive in comparison to the implantable chip because of the lower costs involved should one have a change of heart after an exit. An implantable chip makes it not only more difficult to exit, but also more costly to re-enter and make one’s personal data available again to vendors and third parties.

The possible danger of a right of exit, however, is that it might actually encourage, rather than discourage, deceptive claims from data collectors. The risk is that deceptive information collectors will encourage defections from existing arrangements that are privacy-friendly. Something analogous to this phenomenon is already occurring in telephony with “cramming” and “slamming.” Cramming refers to misleading or deceptive charges on telephone bills; it takes place, for example, when a local or long-distance telephone company fails to describe accurately all relevant charges to the consumer when marketing a service.\textsuperscript{252} Slamming refers to changes made to a customer’s carrier selection without her permission.\textsuperscript{253} The response to the risk of such deceptive behavior in the context of information privacy should include legislative regulation of the way that privacy promises are made, including regulation of privacy notices and creation of institutions to police privacy promises. This Article returns to the issues of notice and privacy-promoting institutions below.

4. Damages. — In the classic methodology of Guido Calabresi and Douglas Melamed, “property rules” are enforced by the subjective valuations of a party and injunctions for specific performance.\textsuperscript{254} In Property Rules, Liability Rules, and Inalienability: One View of the Cathedral, Calabresi and Melamed argue that in a property regime “the value of the entitlement is agreed upon by the seller.”\textsuperscript{255} They
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contrast this approach with a state determination of damages, which they associate with a “liability rule.” This Article’s preference when harm occurs to information privacy interests is for state determination of damages, including explicit recourse to liquidated damages. Leaving data sellers and buyers free to set the prices for privacy violations will produce inadequate obedience to these obligations.

First, actual damages are frequently difficult to show in the context of privacy. Already, in two notable instances, litigation for privacy violations under a tort theory has foundered because courts determined that the actual harm that the plaintiffs suffered was de minimis. In *Shibley v. Time, Inc.*, the Ohio Court of Appeals held that it was not a tortious invasion of privacy for a publisher to sell subscription list information to a direct mail advertising company. While such a transaction revealed information about an individual’s lifestyle, it did not cause “mental suffering, shame or humiliation to a person of ordinary sensibilities.” In a second case, *Dwyer v. American Express Co.*, the Appellate Court of Illinois looked not to harm but to value. The *Dwyer* court declared that the American Express Company, which created and rented “information regarding cardholder spending habits,” was not violating any tort right of privacy, but rather creating value. The court noted that “an individual name has value only when it is associated with one of defendants’ lists.”

Second, an individual’s personal data may not have a high enough market value to justify the costs of litigation. Thus, in *Dwyer*, had the court found harm to the plaintiff class, it might have valued the injury
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to each person simply by dividing the cost of the mailing list by the number of names on it. The resulting sum would probably not have been sufficient to justify litigation.

Finally, due to the difficulty of detection, many violations of privacy promises will themselves remain private. Often, identity theft victims do not realize that their identities have been stolen.\textsuperscript{266} Spyware provides another example of a privacy invasion that is difficult to notice. If damages are to reflect an implicit price payable for violation of a legal right, this price should be set higher or lower depending on the probability of detection of the violation. Since many privacy violations have a low probability of detection, damages should be higher.

A state determination of damages through privacy legislation is preferable to the Calabresi-Melamed approach of enforcing the subjective valuations of private parties with injunctions.\textsuperscript{267} Schemes providing for liquidated damages will assist the operation of the privacy market and the construction and maintenance of a privacy commons. It will encourage companies to keep privacy promises by setting damages high enough to deter potential violators and encourage litigation to defend privacy entitlements. In addition, damages support a privacy commons by promoting social investment in privacy protection. Such damages may also reduce the adverse impact of collective action problems in the privacy market by allowing consumers who do not litigate to benefit from the improved privacy practices that follow from successful litigation.

Existing privacy law sometimes adheres to this path by either collectively setting damages or relying on liquidated damages. Thus, the Video Privacy Protection Act allows a court to “award . . . actual damages but not less than liquidated damages in an amount of $2,500.”\textsuperscript{268} The Driver’s Privacy Protection Act contains for similar language regarding damage awards against a “person who knowingly obtains, discloses or uses personal information, from a motor vehicle record, for a purpose not permitted under this chapter.”\textsuperscript{269} Finally, the Cable Communications Policy Act, which safeguards cable subscriber information, allows a court to award “liquidated damages computed at the rate of $100 a day for each day of violation or $1,000, whichever is higher.”\textsuperscript{270}
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5. Institutions. — Institutions shape the legal and social structure in which property is necessarily embedded. Just as Carol Rose speaks of property as “the most profoundly sociable of human institutions,” it is also an institution that depends on other entities for its shape and maintenance. For example, intellectual property has been fostered by the performing rights societies such as the American Society of Composers, Authors, and Publishers (ASCAP) and Broadcast Music, Inc. (BMI). These organizations license performance rights in nondramatic musical compositions and distribute royalties to artists. Automobiles are another form of property that is structured by legal obligations; they require title recordings, annual safety inspections, and, depending on the state, different mandatory insurance policies.

These requirements in turn create a dynamic of institution-building — in the automobile example, a mixture of public and private entities has been created to record title, inspect motor vehicles, and underwrite insurance. As for institutions that manage intellectual property, a court has discussed how ASCAP “maintains a surveillance system of radio and television broadcasts to detect unlicensed uses, institutes infringement actions, collects revenues from licensees and distributes royalties to copyright owners in accordance with a schedule that reflects the nature and amount of the use of their music and other factors.” ASCAP and BMI also employ “field agents” who monitor local entertainment establishments for unauthorized use of their members’ compositions.

What role should institutions play as part of a system of propertized personal data? Institutions are needed for three general purposes: to provide trading mechanisms (a “market-making” function), to verify claims to propertized personal data (a verification function), and to police compliance with agreed-upon terms and legislatively mandated safeguards (an oversight function). Institutions filling these roles will assist the privacy market by ensuring that processes exist for the exchange of data and for the detection of violations of privacy promises. Such entities can also help construct and maintain the privacy commons — the literature on commons, in fact, notes the need for...
such institutions. Consider how different entities police overfishing of the ocean and seek to detect pollution that degrades the environment. Consider also a fascinating recent examination of an everyday public good — parking rights at a curb — in which Richard Epstein discusses how a move away from “bottom-up rules of first possession” requires construction of parking meters or assignment of stickers to neighborhood residents. Although not the focus of Epstein’s analysis, these approaches also require institutions to ticket parking violations and assign parking stickers.

Two additional introductory points can be made regarding institutions. First, this Article’s preferred model involves decentralization of both the market-making and the oversight functions whenever possible. Such decentralization should also include private rights of action so that citizens can participate in protecting their own rights. Second, the Federal Trade Commission (FTC) already plays an important role in privacy protection, and its activities indicate the importance both of the policing of privacy promises and of decentralized institutional infrastructures.

As to the first role of institutions, the “market-making” function is best handled through different centers for information exchange. In contrast to this view, Kenneth Laudon has proposed the establishment of a National Information Market (NIM). In the NIM, “[i]ndividuals would establish information accounts and deposit their information assets and informational rights in a local information bank, which could be any local financial institution interested in moving into the information business.” These institutions would pool information assets and sell them in “baskets” on a National Information Exchange. They would also allocate the resulting compensation, minus a charge for their services, to the individuals whose information comprises a given basket.

The NIM would be a centralized market for propertized personal data. This vision necessitates a single institutional infrastructure that would permit “personal information to be bought and sold, conferring on the seller the right to determine how much information is divulged.” Unfortunately, this single market might also encourage
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privacy violations because its centralized nature makes it an easy target for attacks. In response to the possibility of cheating and other abuse, Laudon calls for development of “National Information Accounts (NIAs) for suppliers (individuals and institutions) and buyers (information brokers, individuals, and institutions).” He writes: “Every participating citizen would be assigned an NIA with a unique identifier number and barcode symbol.” In contrast, this Article calls for verification of propertized personal information through an association with nonpersonal metadata. This metadata might contain information such as the database from which the personal information originated, whether any privacy legislation covered that information, and the existence of any restrictions on further data exchange without permission from the individual to whom the data referred. Such a decentralized approach would avoid the possibility of a major privacy meltdown due to the unique identifiers associated with a single NIA. Decentralized data markets also have the potential to develop privacy-friendly innovations in discrete submarkets. Given the novelty of an institutionalized data trade, it makes sense to start with multiple small markets that can draw on local knowledge rather than with Laudon’s single NIM.

Data trading laws should also allow private rights of action, including class actions, when privacy rights are violated. Such rights of action can be highly effective in increasing compliance with statutory standards. For example, current rules against telemarketing allow lawsuits against companies that continue to make calls after a consumer has requested that they cease. Such suits have resulted in millions of dollars in fines, and have made the words “place me on your do not call list” a potent request.

The recently enacted federal anti-spam bill provides a negative example in this regard. The CAN-SPAM Act of 2003 fails to provide for an individual right of action. It does provide, however, for the FTC’s study of “a system for rewarding those who supply information
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about violations of the Act." \footnote{290}{Id. § 11.} This proposed bounty system for those who assist the FTC follows a recommendation by Lawrence Lessig, a leading cyberlaw professor. \footnote{291}{Michael Bazeley, \textit{New Weapon for Spam: Bounty}, SAN JOSE MERCURY NEWS, Apr. 26, 2003, http://www.mercurynews.com/mld/mercurynews/business/5722718.htm; Declan McCullagh, \textit{A Modest Proposal To End Spam}, CNETNEWS.COM (Apr. 28, 2003), at http://www.news.com.com/2010-1071-998513.html.} As the CAN-SPAM Act states, the FTC is to develop "procedures . . . to grant a reward of not less than 20 percent of the total civil penalty collected for a violation of [the] Act to the first person" who both "identifies the person in violation of [the] Act" and "supplies information that leads to the successful collection of a civil penalty." \footnote{292}{CAN-SPAM Act of 2003 § 11.}

The bounty system calls for a mix of public and private action to increase enforcement of legal norms. It assumes, however, that the FTC’s central weakness in enforcement is either informational or technical. That is, the FTC may lack adequate evidence regarding spam or the technical skills to unmask those who send unsolicited commercial e-mails. Yet the FTC already has a procedure for collecting spam, and by 2003 it was already receiving as many as 130,000 forwarded e-mails \textit{a day} as a result. \footnote{293}{CAN-SPAM Act of 2003: Hearing on Spam (Unsolicited Commercial E-Mail) Before the Senate Comm. on Commerce, Sci. and Transp., 108th Cong. (May 21, 2003) (statement of Marc Rotenberg, Executive Director, Electronic Privacy Information Center), http://www.epic.org/privacy/junk_mail/spam/spamt testimony5.21.03.html.} Moreover, if the FTC lacks the technical skills to unmask spammers, it might simply hire additional computer scientists. The enforcement of laws against spam, junk faxes, and unauthorized use of personal data is frequently a draw-out, resource-intensive process, \footnote{294}{See Foley, supra note 146; Napoli, supra note 146.} and the bounty-hunter approach still leaves the central burden on the FTC or other governmental agencies. A final problem with the bounty approach, as presented by Lessig and the CAN-SPAM Act, is that it rewards only a single person per spamming case. \footnote{295}{CAN-SPAM Act of 2003 § 11.} A stronger mix of public and private action would encourage broader involvement by private individuals. As Diane Mey, the “Erin Brockovich of the antitelemarketing movement,” notes of the benefit of private rights of action: “if enough people sting them a bunch of little stings, maybe they’ll get the message and change their ways.” \footnote{296}{Foley, supra note 146.}
All of which is not to say, however, that the FTC and other governmental agencies do not have an important role to play in privacy protection. Here, the FTC’s existing activities illustrate the contribution to policing possible from both public sector institutions and decentralized institutional infrastructures. The FTC has acted in a number of instances to enforce the privacy promises of companies that collect personal data, particularly those who do so on the Internet.297 Its jurisdiction in these cases is predicated, however, on a company making false representations regarding its privacy practices. These false promises must constitute “unfair or deceptive trade practices” under the Federal Trade Commission Act for the FTC to have jurisdiction.298

This requirement of deception means that the agency is powerless — absent a specific statutory grant of authority — to regulate the collection of personal data by companies that either make no promises about their privacy practices or tell individuals that they will engage in unrestricted use and transfer of their personal data.299

Even with a specific grant of authority, the FTC would likely be overwhelmed if it were the sole institution responsible for policing the personal information market. In addition, as noted above, the “bounty hunter” approach is unlikely to succeed. Innovative approaches involving multiple institutions are necessary. Thus, as noted, this Article

---


298 Schwartz, supra note 9, at 1680 (internal quotation marks omitted).

299 The FTC’s general jurisdiction is also limited by statute. The FTC’s enabling act restricts its powers to situations in which an unfair act or practice “causes or is likely to cause substantial injury to consumers which is not reasonably avoidable by consumers themselves and not outweighed by countervailing benefits to consumers or to competition.” 15 U.S.C. § 45(n) (2000). As this statutory language indicates, the FTC is not a roving commission with unlimited power to stop unfair or deceptive trade practices. For interpretation of the circumstances under which withholding of information triggers FTC enforcement, see Thompson Medical Co. v. FTC, 791 F.2d 189, 196 (D.C. Cir. 1986); In re International Harvester Co., 104 F.T.C. 949, ¶ 308, at 1041 (1984); Peter C. Ward, Federal Trade Commission: Law, Practice, and Procedure § 5.04.2[1] (2002).

Specific limited jurisdictional authority for the FTC to police privacy practices has been granted, for example, by the Children’s Online Privacy Protection Act of 1998 (COPPA), 15 U.S.C. §§ 6501–6506 (2000). As its cornerstone, COPPA generally forbids commercial websites from collecting information about children without parental consent. See id. § 6502(b)(1)(B)(ii). It also grants parents the right to access any information about their children that is collected. See id. § 6502(b)(1)(B)(i), (iii). The FTC has taken an active role concerning its responsibilities under COPPA; for example, it has engaged in enforcement actions and worked with industry and privacy advocates to develop streamlined procedures for gathering parental consent to data collection. For more on the FTC’s efforts in this area, see Federal Trade Commission, Children’s Privacy Enforcement, at http://www.ftc.gov/priva/cyinitiatives/childrens_enf.html (last visited Apr. 10, 2004). As of March 2004, the FTC had engaged in eleven privacy investigations pursuant to its jurisdiction under COPPA. Id. In summary, then, a broad claim by the FTC of jurisdiction over privacy practices might fail to meet the existing statutory threshold.
favors a decentralized institutional model. The GLB Act offers an interesting example of this model because it divides enforcement authority between the FTC and other administrative agencies depending on the nature of the regulated financial institution. The Children’s Online Privacy Protection Act further decentralizes this institutional model. It permits a state attorney general to bring civil actions “on behalf of residents of the State.” Similarly, the Telephone Consumer Protection Act (TCPA), which places restrictions on junk faxes and telemarketing, allows suits by state attorneys general.

In addition, some privacy laws have added a private right of action to this mixture. Such laws include the TCPA, Video Act, Fair Credit Reporting Act, Cable Privacy Act, and Electronic Communication Privacy Act. The private right of action allows individuals to enforce statutory interests. In addition, it overcomes the weaknesses of the privacy tort, which generally has not proved useful in responding to violations of information privacy.

Finally, as part of this decentralized model, the federal government should create a Data Protection Commission. In contrast to existing agencies that carry out enforcement actions, such as the FTC, a United States Data Protection Commission is needed to fill a more general oversight function. This governmental entity would assist the general public, privacy advocacy groups, and the legislature in understanding the boundaries of existing information territories. With the exception of the United States, all large Western nations have created such independent privacy commissions. Of the different inter-

308 For a more detailed discussion, see Schwartz, supra note 9, at 1634; Kang, supra note 90, at 1234.
national models, the “advisory model,” utilized in Germany, provides the most promising model for the United States.\footnote{311}{Id. at 40–47, 259–62.}

Germany’s data protection commissions are independent advisory bodies that generally lacks direct enforcement powers.\footnote{312}{Id.} Established at the federal and state levels, they advise the legislature, act as ombudsmen for citizen complaints, and monitor the effectiveness of existing laws.\footnote{313}{Id. at 385–404; see also COLIN J. BENNETT, REGULATING PRIVACY: DATA PROTECTION AND PUBLIC POLICY IN EUROPE AND THE UNITED STATES 195–229 (1992).} The commissions also carry out the important task of informing the public and media of developments concerning data privacy.\footnote{314}{Schwartz, supra note 192, at 492–95.} In Germany, state data protection commissioners, rather than the federal commission, also generally have the power to oversee the private sector.\footnote{315}{See Gesetz zum Schutz vor Mißbrauch personenbezogener Daten bei der Datenverarbeitung (Bundesdatenschutzgesetz) § 38, v. 27.1.1977 (BGBl. I S.201), reprinted in v. 14.1.2003 (BGBl. I S.66).} In numerous instances, these commissioners have stopped enterprises from violating privacy rights; in the state of Schleswig-Holstein, for example, the data protection commission pressured physicians and hospitals to stop dumping medical records in garbage cans, and prevented the publication of a planned Internet site that would have violated existing credit law by publishing the names of debtors.\footnote{316}{A description of these cases is available from the Annual Reports of the Independent State Center for Data Protection. See Unabhängiges Landeszentrum fur Datenschutz Schleswig-Holstein, \textit{Tätigkeitsbericht 2003} § 4.8.8 (medical records), http://www.datenschutzzentrum.de/material/tb/tb25/kap4_8.htm#Tz4.8.8 (last visited Apr. 10, 2004); Unabhängiges Landeszentrum fur Datenschutz Schleswig-Holstein, \textit{Tätigkeitsbericht 2002} § 6.2.7 (Internet posting of debtor information), http://www.datenschutzzentrum.de/material/tb/tb24/kap6.htm#Tz6.2.7 (last visited Apr. 10, 2004).} Such data protection agencies have also played a significant role in other countries regulating the use of personal data that has accompanied the rise of the Internet.\footnote{317}{In addition to the data protection commissioners in each Member State of the European Union, a working group of data protection commissioners has been established at the European Commission. See Europa, \textit{Tasks of the Article 29 Data Protection Working Party}, http://europa.eu.int/comm/internal_market/privacy/workinggroup_en.htm (last visited Apr. 10, 2004).}

B. The Case Studies Revisited

In this final section, this Article revisits its initial case studies. This Article first discusses the VeriChip and the wOzNet and then turns to separate discussions of distributed computing and compensated telemarketing. For each case study, it evaluates the proper application of this Article’s five-part model involving inalienabilities, defaults, a right of exit, damages, and institutions.
1. The VeriChip and the wOzNet: Saying “No” to Implantable Chips. — The VeriChip and the wOzNet share certain characteristics. Both devices are ID chips that allow the tracking either of a bearer (in the case of the implantable VeriChip) or a wearer (in the case of the clip-on wOzNet). These devices raise two issues for consideration: first, whether a distinction should be drawn between the implantable and wearable tracking devices; and second, the extent to which this Article’s five elements for information property can respond to attendant privacy risks from ID chips.

Implantable chips in particular raise such a significant threat to privacy that commercial data trades should not be allowed with them. As a general matter, implantable chips in humans, with or without tracking capacity, represent a wave of the future. Like the VeriChip, chip-based “micro-electromechanical systems” (MEMS) are a clear indication of this trend. Yet the use of implantable chips as part of a scheme for commercial data trade is likely to impact the privacy commons in a highly negative fashion. An implantable chip for data trade creates the ultimate barcode — one located inside the human body. Once people are fitted with these barcodes, the implantable chip tracks them constantly and collects their data. This tracking, in turn, has the capacity to destroy socially necessary kinds of multidimensional information privacy spaces. For example, implantable chips undercut the protection of any information privacy statutes that restrict personal data use and transfer. These biochips also permit observation of the same individual in all sectors of physical space, and facilitate multifunctional use of their personal information. There is also a threat that companies or individuals may poach the signals from such chips. This kind of unauthorized behavior could take the form of continuous data collection by unauthorized entities, or even a new form of harassment, which I will term “frequency stalking.”

Implantable chips may also resist legislative attempts to preserve a right of exit from data trade. Even if one company promises to turn off its data collection from a given implantable chip, others may continue to collect information by poaching on the first company’s system and chips. Moreover, other chip-based systems, such as MEMS, might be detectable by outside companies. As a statutory safeguard, a law might require that all implantable chips be removed as soon as contracts expire or a customer wishes to discontinue data trading. This legal requirement would likely be difficult to enforce, however, and the proliferation of leftover or legacy chips would raise difficult problems. Consequently, it would be advantageous to ban commercial data trade.

318 See Robbins, supra note 30.
with implantable chips while other uses of these devices, such as delivering medicine through MEMS, should be permissible.

An important distinction can be drawn with wearable chips, however, which can be removed from one’s clothing and even thrown out. That a wearable chip may be easily removed means that a right of exit can more easily be maintained for wearable chips. Additionally, a distinction can be drawn between the problems posed by implantable chips and Radin’s concept of the double bind. Concerned with the harm that market valuation may do to nonmarket conceptions of personhood, Radin proposes that “[w]hen attributes that are (or were) intrinsically part of the person come to be detached and thought of as objects of exchange, the conception of the person is problematized.” Drawing on examples involving trade in sex, children, and body parts, Radin contends that commodification of certain things will harm us. Radin fears that people will be subject to a so-called “double bind” as a consequence of “a gap between the ideals we can formulate and the progress we can realize.” More concretely, the double bind is the “practical dilemma of nonideal justice” — if we compromise our ideals too much, we reinforce the status quo, but if we are too utopian in our ideals, we make no progress. As an example, a ban on surrogate motherhood, which Radin ultimately supports, harms poor

319 See RADIN, supra note 76, at 123–30.
320 Id. at 156.
321 Radin argues that “[t]he kinds of things that deviate the most from laissez-faire are those related to human beings’ homes, work, food, environment, education, communication, health, bodily integrity, sexuality, family life, and political life.” Id. at 113. This list is clearly expansive and made at a daunting level of abstraction. In a nutshell, Radin proposes that commodification is harmful when it leads to an erosion of the concept of personhood. This Article’s approach to privacy is not unrelated to Radin’s, though it is at least somewhat different. It is interested in a privacy commons, in part because of the function that this space provides in safeguarding an individual capacity for decisionmaking. See supra section II.C.

Radin would likely also object to an implantable chip; in her terms, the problem would be the way that it erodes the concept of personhood. Radin writes:

At present, we . . . tend to think that nuts and bolts are pretty much the “same” whether commodified or not, whereas love, friendship and sexuality are very “different”; we also tend to think that trying to keep society free of commodified love, friendship, and sexuality morally matters more than does trying to keep it free of commodified nuts and bolts.

RADIN, supra note 76, at 95. On the “Radin Scale,” commodified data collected by implantable chips fall closer to love, friendship, and sexuality than nuts and bolts. Due to the link with bodily integrity, Radin is likely to argue that data trade will risk detaching “attributes that are (or were) intrinsically part of the person.” Id. at 156.

322 Id. at 123.
323 Id. at 124.
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women who will miss out on the possible economic benefit from selling their reproductive capacity.325

In contrast to surrogacy, a ban on implantable chips will not disadvantage poor persons in any meaningful fashion. An opportunity to engage in data trade with wearable chips, for example, will still be available. Additionally, because data trade companies will most likely seek affluent and middle-class individuals as customers, such a ban is unlikely to deprive the poor of a significant income stream.326 Consequently, a ban on data trade from implantable chips will not create a Radinian double bind.

A model privacy law should also regulate the collection and use of personal data with nonimplantable chips. Such legislation should incorporate the five elements for propertization of personal data, as set forth in this Article. Such a statute should legislate inalienabilities that place use-transfer restrictions on the personal information generated through wearable GPS devices. In addition, it should set opt-in default rules for transfers of tracking data.327 A model GPS privacy law should only permit a company collecting personal information with such devices to transfer such information to third party companies following an opt-in. This law should also contain a proscription against further transfers of personal data; this restriction might be modeled on the one found in the GLB Act and might prohibit a receiving third party from disclosing such information “to any other person that is a nonaffiliated third party.”328 These use-transfer restrictions plus the default rule would serve a significant information-forcing function with great benefit to consumers.

As for the right of exit, a model GPS privacy statute should allow individuals who do business with wearable chip companies to turn off or stop wearing their tracking devices at any time. These consumers should also have a statutory right to terminate their contracts, perhaps after thirty days or after one year. In the context of automobiles, lemon laws provide owners with a right to return under certain circumstances. The lemon laws protect consumers who may not be able


326 See Laudon, supra note 5, at 102.

327 In an essay published subsequent to Contested Commodities, Radin objects to any “waiver of all personal privacy rights” and calls on policymakers to exclude such a decision “on autonomy grounds.” Margaret Jane Radin, Humans, Computers, and Binding Commitment, 75 IND. L.J. 1125, 1159, 1161 (2000). Inalienabilities for personal data trade will prevent precisely such sweeping waivers. With legislation that regulates collection of personal data through GPS devices, such as wOzNet, Congress would permit transfers for an initial category of use of the GPS information.

to assess possible defects in an automobile prior to the purchase. In a 
similar manner, buyers of data chips may be unable to assess questions 
relating to privacy before buying the devices. At different stages of 
their lives, buyers of the chips may also value their privacy differently. 
A college student might not care that she was being tracked; this same 
person, who later seeks an abortion or substance abuse counseling, 
might object to the tracking. Moreover, the threat of “frequency stalk-
ing” exists not only for implantable chips but also for wearable ones. 
As a consequence, legislation should protect the right to turn tracking 
devices off at any time and to terminate underlying contracts at certain 
times.

To be sure, the danger exists that deceptive information collectors 
will encourage consumers to switch away from privacy-friendly ar-
rangements. Regulation of the form of notice given to GPS consumers 
as well as an institutional role in policing privacy promises can help on 
this score. Additionally, legislation should set damages for privacy vi-
olations following collection of data by wearable chip companies. A 
statute should track language found in statutes such as the Video Pri-
vacy Protection Act, Driver’s Privacy Protection Act, and Cable 
Communications Act, and should permit liquidated damages.329

Finally, institutions must police the privacy promises and practices 
of wearable chip companies. Institutions are necessary to provide 
trading mechanisms to help with verification of interests in propertized 
personal data, and to enforce compliance with agreed-upon terms and 
legislatively mandated safeguards. As the development of the wOzNet 
has shown, private entities for collecting and trading information gen-
erated from wearable chips are likely to develop. In other words, the 
private sector can handle a market-making function, but a privacy 
statute in this area is needed to provide for government enforcement of 
privacy standards and promises.

2. Networked Computing: Against Free Alienability. — Regarding 
networked computing, this Article argues that data trade that involves 
tracking users’ activity on the Internet should be permissible. At the 
same time, however, a free alienability model should not be allowed. 
Unlike implantable chips, but like wearable chips, the tracking of 
Internet activity does not represent the kind of privacy threat that re-
quires an outright ban. In contrast to implantable chips, distributed 
computing creates a privacy threat that involves lower removal costs 
— an operation on a personal computer is generally less expensive 
than one on a human being. Moreover, since most people replace their 
computers every few years or use multiple machines, spying on a com-
puter creates less permanent and less comprehensive surveillance than

329 See supra section III.A.4.
that following from inside the body. Finally, cyberspace is, to be sure, a locality where many of us spend much time, and the issue of privacy invasion there is significant. Nevertheless, the consequences of tracking people in real space with implantable chips exceeds the cyberthreat by far. Distributed computing requires the kinds of privacy safeguards that this Article has advocated, including restrictions on free alienability of personal data.

Unfortunately, the two bills now introduced in Congress that seek to regulate spyware fall considerably short of the model that this Article proposes. Although the Bono Bill and Edwards Bill differ, sometimes significantly, both rely on a notice-and-consent approach to information privacy. The core goal of both bills is to ensure that individuals receive notice of data collection by spyware and to require their consent. Once this consent is given, however, any collection of data is possible and any further use of these data permissible.

This Article has pointed, however, both to privacy market failure and to the positive role that information privacy can play as a public good. Both perspectives caution against reliance on a notice-and-consent approach, which relies exclusively on informed individual decisionmaking to reach the optimal level of information privacy. Even with improved notice, however, unrestricted individual trade of personal information may produce suboptimal results. Hence, the use-transfer restrictions proposed by this Article are especially important in regulation of the collection of personal data through distributed computing software.

In comparing the two spyware bills, the Edwards Bill has several advantages over the Bono Bill, including a right of exit. Computer software covered by the Edwards Bill must include “easily understood instructions on how to disable such [a data collection] capability without affecting the performance or operation of such computer software for the purposes for which such computer software was intended.” This rule means that distributed computing software must be capable of functioning without collecting personal data and that individuals must be able to turn off the data collection features of the product. By requiring companies to provide customers with the option to safeguard their personal information, the Edwards Bill inherently places pressure on companies to offer incentives to individuals to continue to allow collection of their personal information.

---

331 See Bono Bill § 2(a)(1), 2(b)(2), 2(c); Edwards Bill § 2(a)(1)-(2).
332 For a discussion of the limitations of a privacy model based on individual decisionmaking, see Schwartz, supra note 201, at 821–30.
Regarding damages, the Edwards Bill is also superior to the Bono Bill. The Edwards Bill allows injured parties to enjoin violations of the statute and to recover either actual monetary losses or liquidated damages of $2,500 per violation, “not to exceed a total amount of $500,000.”³³⁴ A court can even lift this ceiling should it find that “the defendant willfully, knowingly, or repeatedly violated” the Act.³³⁵ In contrast, the Bono Bill permits a court only to levy criminal fines in limited circumstances involving either a narrow class of knowing violations of the statute or for violations of regulations issued under it.³³⁶

The Edwards Bill also provides a more complete enforcement mechanism than does the Bono Bill. As an illustration, the Bono Bill allows the FTC to issue “generally applicable guidelines and, upon request, advisory opinions.”³³⁷ The Edwards Bill gives a similar institutional role to the FTC, but supplements this oversight role with a well-crafted private right of action.³³⁸ It thus allows decentralized enforcement whereby violations are policed not only by a governmental agency, but also by private individuals. Moreover, as noted above, the Edwards Bill allows for adequate damages to induce private individuals to bring lawsuits to enforce privacy rights.³³⁹

3. Compensated Telemarketing: Information Forcing About Data Use and Transfers. — The Ayres-Funk proposal, which calls for a right to market one’s attention to telemarketers, is inventive and meritorious.³⁴⁰ It argues that people should be allowed to trade a right “not to be made unwilling listeners in their homes.”³⁴¹ Thus far, this Article’s analysis of this scholarly work has emphasized the extent to which the proposal involves not only a right to be let alone at home, but also an effect on the collection of personal data; it now considers the dimension of compensated telemarketing that involves the creation of personal information databases and the further use and transfer of this information.

Regarding inalienabilities, legislation ought to permit authorized intermediaries, as proposed by Ayres and Funk, to trade individuals’ personal data, but only subject to the kind of use-transfer restrictions developed in section III.A.1. Indeed, Ayres and Funk appear likely to support this conclusion. To ensure informed consent, they propose that “[a] potential, existing or past consumer should have to affirma-

³³⁴ Id. § 2(e)(1)(B)(ii).
³³⁵ Id. § 2(e)(2).
³³⁶ See Bono Bill § 3(b).
³³⁷ Id. § 3(a)(2).
³³⁸ See Edwards Bill § 2(c), 2(e).
³³⁹ See id. § 2(e)(1)(B).
³⁴⁰ See Ayres & Funk, supra note 11, at 78–82.
³⁴¹ Id. at 126.
tively waive the right to [receive compensation for being] solicited to buy additional products or services. Thus, regarding further transfer, an agreement to receive calls about Star Trek or running shoes should restrict further transfer for unrelated purposes without an additional waiver for information generated through these calls. As Ayres and Funk state in general terms, “[t]he business’s right to solicit without paying compensation should not be assignable to other companies — otherwise, waiving compensation from one business could effectively provide a waiver to all businesses.” In addition, an opt-in default is needed to ensure that individuals receive the information necessary to exercise informed consent. An individual should not be presumed to have agreed to listen to additional marketing calls unless she has explicitly consented.

An important aspect of the discussion of opt-in and opt-out provisions in the Ayres-Funk piece concerns the role of “ignorance and inertia” as one moves to a system for compensated telemarketing. Ayres and Funk note that they were tempted to presume “some level of compensation that would govern all households unless the household affirmatively moved to increase or decrease the default.” Ayres and Funk consider, but ultimately reject, the idea of using the federal minimum wage to calculate the minimum level of compensation. They do so because “[t]he central problem is that households may not know that they have the option to be compensated and to control the amount of compensation.” Instead, they favor “status-quo defaults, which effectively set a zero price for daytime calls and an infinite price for nighttime calls.” Thus, Ayres and Funk adopt an adjustable default that permits telemarketers to make free unrestricted calls during daytime hours and that blocks them from making calls during late hours and the early morning. Ayres and Funk do propose, however, that “telemarketing calls begin with a disclosure of the offered compensation.”

---
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345 Id. at 115. As a possible solution, “using the federally mandated minimum wage as a focal point to measure how much people should value their time” might provide “a rough measure of what a majoritarian default would be.” Id. In other words, everyone would be considered to have agreed to receive telemarketing calls at home for a rate that is currently nine cents per minute. See id. The problem with this tactic is that it would force those who currently value their free time at a rate greater than the minimum wage to opt out affirmatively. My arguments in this Article militate against placing such a burden on those who would receive calls only for a higher price.
346 Id. at 116.
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straightforward notice concerning both the price offered and the ability to opt out.

The difficulty with this approach, however, is that it forces disclosure of price terms rather than nonprice terms such as privacy practices. As this Article has noted, a lemons equilibrium can occur when a party receives good information about price but bad information about nonprice terms. The danger is that providing consumers merely with information about price at the moment they receive telemarketing calls will do little to lead telemarketers to reveal how personal data generated through these calls will be used and transferred or to encourage consumers to ask about this information. As a result, compensated telemarketing should involve use-transfer restrictions and an opt-in.

Regarding a right of exit, this Article advocates allowing consumers at any time to contact a telemarketer and change their preferences as to the type and timing of calls they will accept. Note the contrast with wearable data chips, for which this Article suggests both a thirty-day right to cancel any data trade agreements and an expiration of any contracts for trade after one year. The difference is not based on information privacy grounds, however, but rests on the Ayres-Funk concern about an individual’s right to remain undisturbed at home. A right to exit at any time from compensated telemarketing agreements is necessary because of the extent to which daily life may change. A child’s staying home with a cold, the arrival of out-of-town guests, or a kitchen remodeling are the kinds of quotidian events that dramatically alter a consumer’s willingness to receive compensated telemarketing. Since these events are sometimes difficult to predict, consumers should be able to change their agreements with their information intermediaries at any time.

This Article’s final points concern damages and institutions within the telemarketing context. Legislatively determined damages would serve the function of forcing telemarketers to internalize at least some of the costs of violation. Without adequate damages provisions, an intermediary that is “authorized to connect calls that meet pre-specified household . . . prerequisites” may not do an adequate job policing telemarketers or collecting money for its customers. Recall as well that the intermediary is likely to be a local telephone company. The path of consumer relations with these entities since the Bell divestiture has not been smooth, and the presence of adequate damage provisions and private rights of action would be an important step.

349 Id. at 110.
toward encouraging these companies to comply with privacy standards.  

With respect to institutions, Ayres and Funk envision authorized intermediaries playing a central role in compensated telemarketing by “verifying to the consumer that a particular telemarketing call [is] in fact paying compensation.” This ingenious approach involves a household’s registering with the intermediary and receiving a PIN code or a sound clip that would be shared only with telemarketers who agree to pay the stated price and that would be announced to the household at the start of the call. The result: “People receiving a telemarketing pitch that was not preceded by the telltale tone or PIN would have immediate notice of a violation.”

Although these proposals are valuable, they emphasize the detection of pricing violations. A separate concern, however, is the detection of violations of rules for information use and transfer. For this set of issues, it is of greater relevance that Ayres and Funk propose a private right of action by “[granting citizens a private bounty for identifying violators.” This bounty should take the form of liquidated damages for violations of use and transfer rules.

Finally, as a consequence of the FCC’s traditional role in overseeing the use of personal data collected by telephone companies, this agency should be assigned a central institutional oversight role in compensated telemarketing. For example, the FCC should police how telephone companies are compensating consumers. As the widespread practices of slamming and cramming in telephony unfortunately demonstrate, these companies do not have a strong record of obeying consumer protection laws. The FTC should supplement the FCC’s authority by overseeing the privacy compliance of telemarketers; oversight of this industry has been a traditional FTC role. Indeed, current oversight of the federal “do not call” list is divided between the two agencies.

IV. CONCLUSION

A strong conception of personal data as a commodity is emerging in the United States, and individual Americans are already participating in the commodification of their personal data. This Article’s goal has
been to develop a model for the propertization of personal information that also exhibits sufficient sensitivity to attendant threats to personal privacy. It has examined devices and systems for the commodification of personal data. These devices and systems include: the VeriChip, an implantable ID chip; the wOzNet, a wearable ID chip; spyware and adware; and compensated telemarketing, as advocated in the scholarship of Ayres and Funk. Each of these devices and systems demonstrates an application of technology that commodifies personal data, and each raises significant information privacy concerns. Moreover, each technology has been supported by a policy argument regarding free alienability, or the notion that an individual has a right to do what she wants with her personal information.

This Article then explored current arguments opposing trade in personal data. The first of these arguments pointed to privacy market failure, which is the idea that current market conditions for exchange of commodified personal data are suboptimal. The second argument against data trade viewed privacy as a public good. From this perspective, privacy in personal information matters because of its social payoff, which is the creation and maintenance of a privacy commons. Finally, under this Article’s free alienability argument, propertization of personal data might prevent restrictions from being placed on one’s ability to trade personal data.

This Article has been sympathetic to both the privacy market failure and the privacy commons arguments. Nonetheless, it has found that these views did not provide a convincing basis for blocking all propertization of personal data. Failures of the privacy market may justify efforts to improve data trade, but not a comprehensive ban on market mechanisms. The idea of a privacy commons also is best seen as raising questions concerning the extent to which — and precisely how — propertization might be used in a commons rather than as a justification for an outright ban on personal information as property. This Article has also been skeptical of the alienability argument because the inability to place restrictions on one’s ability to trade personal data is an inevitable aspect neither of property in general nor of a particular property interest in personal information.

In section III.A, this Article developed the five critical elements of its model of propertized personal information. This model views information property as a bundle of interests to be shaped through attention to five areas: inalienabilities, defaults, a right of exit, damages, and institutions. Section III.B returned to the initial case studies and applied to them this Article’s model of propertized personal data.

This Article has called for an outright ban on data trade through the use of implantable chips. Its concern is that implantable chips will permit tracking that would destroy attempts to build a privacy commons. In contrast, it has argued that data trade through wearable chips should be permissible pursuant to the restrictions found in this
Article’s model for propertized personal information. As for distributed computing, this Article has pointed out shortcomings in current spyware legislation before Congress. In response, this Article calls for use-transfer restrictions for personal data collected through distributed computing. This approach would go beyond the notice-and-consent model embodied by current legislative proposals.

Finally, compensated telemarketing, as proposed by Ayres and Funk, offers a potential best-case scenario for commodification of personal data. Yet this Article has argued for modification of the Ayres-Funk model in several ways. Its most important alterations involve enactment of legislation to: (1) safeguard the ability of consumers to receive information about the use of their personal data and not merely about the price of these data; (2) grant a right of exit from any compensation agreements at any time; (3) set the cost of damages for privacy violations; and (4) institute formal oversight of privacy practices by both the FCC (for authorized intermediaries) and the FTC (for telemarketers).

As Dagan has argued, property is a human creation, the form of which can be altered to meet human needs and reflect human values. In this light, this Article has sought to develop an ideal conception of personal information as property that responds to privacy market failure and to the need for a privacy commons. A critical challenge remains to persuade policymakers and individual data traders of both the benefits of information markets and the need to set appropriate restrictions on them. Moreover, future technological twists and turns are inevitable. A final cautionary point is therefore in order: in propertizing personal information and opening the door to data trade, the legal system must be willing to revisit its judgments and regulations.

New methods and devices are ceaselessly being developed to collect personal information and further data trade. There is no better way to conclude this Article than by discussing two additional examples of such methods and devices. First, TiVo, a company that markets a digital video recorder, is boldly changing the nature of broadcast television. The TiVo recorder also offers great convenience for consumers by creating recommendations based on previous viewing choices, allowing the pausing of live television, and permitting the skipping of commercials. The TiVo recorder has the capacity to “tell what has been watched on a particular TiVo box, down to the second, including the number of times a moment was rewound and played again, or a commercial was skipped.” Generally, TiVo has chosen not to collect
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personal data concerning individual viewing habits, but it “does occasionally mine data from a random sampling of 20,000 homes watching a particular program.”\(^{359}\) Beyond these anonymous samples, however, TiVo has begun to sell viewing data for demographic purposes; it does so with the permission of the TiVo users whose personal data are affected.\(^{360}\) Perhaps the most problematic aspect of this emerging data trade is the way in which TiVo and related devices may transform an area of once anonymous media consumption. Watching television may increasingly become an activity in which finely grained personal data are generated and traded — and this change risks destruction of an existing privacy commons.

Second, some bars and restaurants electronically scan barcodes and magnetic strips found on state drivers’ licenses.\(^{361}\) Drivers’ licenses contain information such as name, address, age, weight, and, in some states, a Social Security number. This information allows entities to “track how often patrons come in, the hours they arrive and even identify those who arrive in groups (if the cards of friends are swiped in sequence).”\(^{362}\) This information can also be combined with sales data if a customer makes purchases with a credit card.\(^{363}\) The resulting databases have tremendous marketing potential. This example raises issues about the extent to which private sector organizations should be allowed to piggyback on the information collection infrastructure that the government has established for other purposes.

At its core, information privacy has both an individual and a social value. Hence, I end on a note of caution: ongoing scrutiny of regulation of personal data is needed because failure in the privacy market can harm both individual self-determination and democratic deliberation.

\(^{359}\) Id.


\(^{362}\) Id.

\(^{363}\) See id. For a fascinating website that provides interactive software that decodes the information stored in barcodes on drivers’ licenses and estimates the worth of these data to direct marketers, see New Radio and Performing Arts, Inc., The SWIPE Toolkit: Intro, at http://turbulence.org/Works/swipe/main.html (last visited Apr. 10, 2004).